JIncTok 1.

3adava 1. /IBa 1eoBeKa UTPAOT B HEKOTOPYIO UTPY, TPUUIEM y 0O0UX MIAHCHI TOOEIUTH ONHAKOBBIE.
OHn J0roBOPUINCH, 9TO TOT, KTO MEPBBIM BBINTpaeT 6 mapTuii, moayanT Bech mpu3. OgHAKO HUIpa
OCTAHOBUJIACH PAHBITE, KOT/IA TEPBBI BBIUTPAJ MsITh MApPTHii, 8 BTOPOil BeMrpaa Tpu maprun. Kax
CIPABEJIUBO PA3JIe/IUTh TPU37

3adaua 2. N3 xomonst (52 KapThl) BEIHUMaOT 4 KapThl. KaKoBa BEPOATHOCTE, UTO BCE YETHIPE KaPThI
qepHble?

3adawa 3. B HEKOTOPBIX pecTopanax MOCKBBI, €CTM KAMEHT 3aKa3bIBAET KYBITHH BIUHA, TO €My TIPEe/I-
JTaTafoT PasbITpaTh HA KOCTAX erre oanH. [IpaBuia po3bITphImia, CIeayoInme: apa NrPaTbHbIX KOCTel
Opocaercss TpU pasa, KJIMEHT BBIMIPBIBAET, €CJIM B PE3y/IbTare XOTs Obl OJHOIO0 OPOCAHUS BBIIAIAET
kombunanus (5,6) win (6,5). KakoBa BepogTHOCTH BHIUIPATH KyBIIUH BUHA?

3adawa 4. Konomny w3 52 KapT pa3maroT Ha deTBepbIx UTpoKOoB. OIMH N3 NTPOKOB OOBSIBISET, ITO Y
HEro ecTh Ty3. KakoBa BEPOSATHOCTH, UTO y HETO eCTh ermre XoTsa 0bl onmH Ty3? KakoBa BepOSTHOCTH,
9TO y HEr0 eCThb eIle XOTs Obl OJIMH TY3, ecjii OH OObIBUII, 9TO Y HEr0 €CTh TY3 MUK’

3adava 5. llpu urpe B mpedepanc 32 KapThl pa3jaind Ha Tpoux degoBek mo 10 KapT KaxKjaoMy u
JIBe KapThl CHEC/TH B MPHUKYII. KaKoBa BEPOSATHOCTH TOrO, 9TO B IPUKYIIE OKA3AINCH KOPOIb 1 gamMa’ A
€C/IM BBI OJIVH W3 UTPOKOB W y BaC CPean KapT HET KOposeh n mam?

3adaya 6. N desioBeK MPUHEC/IN MTOJAPKU JIPYT JJIsd JpyTra. 3aTeM 3TU MMOJapKU CJI0YKUIA B MEIIOK U
HayTaJl KaXKJIblil BEIHY/T U3 MellKa cebe mogapok. KakoBa BEpOATHOCTH TOTO, UTO KOHKPETHBIH YeI0BEeK
BBIHYJT ITOTAPOK, KOTOpHIil OH mpuHec! KakoBa BEpOATHOCTH TOTO, UTO HHKTO HE BBITAINNJ TOTAPOK,
KOTOPBIH cam TpuHec?

3adava 7. DaeKTpUdKa COCTOUT U3 N BaronoB. Kax it m3 k macca:kupos BHIOMpPAET BarOH HAYIAdy.
KakoBa BepogTHOCTB, 9TO B KaxKJIOM Barose Oyjer xorst Obl onun naccaxkup? KakoBa BeposgTHOCTD,
910 OyAYyT 3aHATHI POBHO I BATOHOB?

3adaya 8. Ha mmockocTn oTMeTnm TOYKM ¢ Koopamuaramu (r,y), rae x,y € {1,2,..., N}. Hayran
BRIOMPAIOT TOYKY (,Yy) m3 oTMmedeHHBIX. IlycTh Py — BEPOATHOCTH TOTO, UTO OHA JIEXKUT B KPYTeE
pajuyca N7 Boraunciure limpy o0 Py.

3adaua 9.* (Banax) Hekuil 4eoBek OJHOBPEMEHHO KYIHJI JBE KOPOOKM CIHYEK W TOJIOKUI UX B
kapMmaH. [Tocme 5TOT0 KaykabIii pa3, KOTaa eMy Hy’KHO ObLIO 3aKeTh CITUYKY, OH JOCTaBAI HAYIATY TY
I WHYI0 KOPOoOKy. Uepes HEKOTOpoe BpeMsi, BBITAINB OJHY M3 KOPOOOK, UeJIOBEK ODHAPYIKUI, UTO
ona mycta. KakoBa BepOsiTHOCTB, UTO B JPYroit KOPOOKEe B STOT MOMEHT HAXOJUIOCH K CIHYEK, €C/IH
YUCJIO CIUYEK B HOBOM KOPOOKE paBHO N7

3adawa 10.* CTO MyIperos Mo OJHOMY 3aBOJST B KOMHATY, B KOTOPOiil CTOSAT CTO 3aKPBITHIX KOPOOOK.
B kaxmoit KopoOke jekuT TabJIMIKa C MMEHEM OJHOTO U3 MyIpernoB. Bce mvmena pazimaabl. Mymper
orkpbiBaeT 50 KOpoO OfHY 3a ApPYroil B MPOW3BOIBLHOM TOpsiake. Ecaum B OMHON M3 OTKPBITBIX WM
KOPODOK €CTh €ro uMsi, TO OH BBKUBAET, a ecjir HeT, To norubaer. ITocse kax 1oro myapena Bce KOpooku
3aKPBIBAIOT U OCTABIIIUECS MY/pPeIbl He 3HAIOT O Cyabbe yIIeamnux B KOMHATY. V3HAUAILHO MYIperisl
HaXOJISITCST BCE BMECTe W MOTYT TIPOJAyMaTh TJIaH geiicTBuii. [IpuaymaiiTe miaH, KOTOPHIil rapaHTApyeT
BBIKHBAHWUE BCEX MYJPEIOB ¢ BEPOATHOCTHIO HE Menee 1/4.

3adaya 11. Jlecsars gejioBek cejim B T HA MOKOJBHOM 3TayKe JIOMa, B KOTOPOM YeThIpe DTaxKa.
Kax it wesioBek Ha KaKOM-TO 3TaKe BBIXOJNT, HO 3TayK BuIOMpaeT caydailHbiM obpasom. Kakosa
BEpPOSITHOCTH TOTO, 9UTO Ha KaXKIOM dTayke KTO-HUOYIb BHIHIET?

3adava 12. B mayunoM meHTpe pabOTAOT CHEMUAJUCTHI M0 63-M Pa3INIHBIM HATPABICHUSM eCTe-
CTBEHHBIX HayK. II3BECTHO, 9TO 1O KaKIOMy pasjiey B IeHTpe paboTaer POBHO 7 yUeHBIX, TPUIEM
BIIOJTHE MOXKET OBITH, UYTO OJUH yUEHBIH ABAIETCI CIENATUCTOM CPpasdy MO HECKOJbKUM HAPaBJICHU-
sim. Bce yueHble JOJIKHBI IPUHSITH YIACTHE B OJHON (M TOJBKO ONHOI) U3 ABYX KOHMepeHnuii, oHa
n3 KOTOpbIX npoxoanT B Mockse, a npyras B HoBocubupcke. /lokazknte, 4To BCerjga MOKHO TaK Pac-
MPEJIEINTh YI€HBIX 0 ITUM KOHMEPEHINIM, 9T0 Ha KaXKJA0i KOoH(epeHInH OyIyT MPUCYTCTBOBATH
CIIEUAJIUCTHI 110 BCeM 03-M HAIPaBJICHUSIM.



Remarks on the problem set 1

Ex 0. At the beginning of the first problem solving lecture, we argued about
the following question. What is the probability that, sampling a random chord in
a circle, it is longer than the radius of the circle?

The question is ambiguous. What does it really mean to sample a chord ran-
domly? Of course, that are infinitely many distinct ways to sample randomly a
chord in a circle, giving in general different answers to the question. Let’s consider
three ways that may appear somehow canonical, and let’s check that the answer to
this classical problem depends on the probability law we chose.

(1) Sample two points, say A and A’, uniformly on the circle. Referring to

the picture below, the wanted probability equals the probability that A’
falls in the section of the circle between B and C (and not containing A).

(2) Sample uniformly a point I in the circle. Next consider the chord through
I and perpendicular to the radius passing at I. The probability that the
chord is longer than the radius equals the probability that OI is shorter

than +/3r /2.
(3) Up to an irrelevant rotation, we may fix a direction in the plane and choose
uniformly a line that intersect the circle in that direction. Then the wanted
probability equals the probability that this line falls out of the strip marked

in the picture.

Ex 3. The probability for one couple of dice to give (5,6) or (6,5) is p = %.
Thus the required probability is 1 — (1 — p)3. To get a numerical estimation, we
can think of p as small and remark 1 — (1 —p)3 ~ 1 — (1 —3p) = 3p ~ 0.167 (while
1 — (1 —p)® ~0.157). Notice that in the approximation 1 — (1 — p)® ~ 3p we are
neglecting the calculation of probabilities to get a successful result more than once.

Ex 4. Recall that a French deck (poker deck) of 52 cards is composed by 4 colors
(or suits), each one counting 13 kinds (or values).

There are C33 possible 13-cards hands to give to a player. Out of those many,
C}3 contain no aces (since there are 4 aces in the deck). Thus C33 — C}3 are the



hands containing at least one ace. This could be also calculated as
Ci*Ci2 + CixCia + C3xCQ + O+ Cly
—— ~—— —_—
exactly one ace exactly two aces exactly three exactly four
As indeed the number of hands with at least two aces is C35 — C13 — C1 « C}2, the
probability of having at least two aces, given that one has at least one ace is
C33 — Cig — Ci = Cj
033 — Cif
Consider now the case where the player states that he has the ace of spades.
Then there are C22 (which also equals C33 — C33) hands containing such an ace,

and C}2 hands containing no other ace. Thus the probability of having at least
another ace is

2
8 ~0.37

ci -k
— 55— ~ 0.56
o

Somebody asked about the possibility to proceed somehow in a different way.
You must be quite cautious about the exact information in the questions to pro-
ceed as follows, as likely you assumed facts that hold true in this exercise (due to
permutation invariance), but may not hold true in other cases.

Consider the second question, when the player declares to have an ace of spades.
The first (true) assumption some students had, is that the probability of not having
any other ace but the ace of spades, equals the probability of turning 12 cards (out
of the 51 that are not the ace of spades) in a row, without getting any other ace.
This is true, but the reason will be fully justified later in the course. Since this

probability is then intuitively calculated as % e %, the required probability is
481391 %
361511 32

giving the same result as above.
See the first exercise of the second problem set to understand why this reasoning
cannot work for the first question.

Ex 6. Let’s focus on the second question. We are asking the probability that
a random permutation over N elements has no fixed point (random=we choose a
permutation uniformly out of the N! possible). Given i € {1,..., N}, let A; the
event i is a fized point, or more formally A; := {m € Sy : 7(i) = i}. Clearly
P(A4;) = (N —1)!/N! =1/N, and in general if the ¢;’s are all distinct

N—k)!
P(Nf14i,) = S

Thus
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Since we want to calculate the probability of the complementary of such a union
we get

N
=B A) = 3
k=0

In particular [py —e 1| < 1/((N +1)!).

Ex 7. Given two finite sets E and F' of cardinality k and n respectively, there are
k™ functions f: E — F. The exercise thus requires the calculation of the cardinality
of surjective functions f: F — F, and in general the cardinality of functions with
an image of cardinality exactly r < n.

Let’s first calculate how many surjective functions exist, provided k£ > n. For
A C F, define

§(A) = e e P+ &(F) C A}| = |A"| = |A"
n(A) = [{¢ € FP . ¢(F) = A}|
Namely £(A) is the number of functions with values in A, and 7(A) is the number

of functions having exactly A as image. We are thus interested in n(F).
Clearly £(A) = g4 n(B). This implies

_ = _i(n\.
”F) = 3 () ga) = Y- (1) 4 )
ACF j=0 J
Back to the general case (functions with an image of cardinality r), from (1) and
recalling that there are (?) sets of cardinality r in B, we gather that there are

S, )

j=0
functions with an image of cardinality exactly 7.

Ex 8. The required probability coincides with the following one. Sample
2 and y uniformly and independently in {1/N,2/N,... 1}, and let Py be the
probability that (x,y) falls with the (quadrant) circle of radius 1. As N — oo,
we can simply use the fact that the circle is Riemann-measurable to argue that
Py — /4 = measure of the circle / measure of [0,1]2, as indeed squares with sides
1/N on [0,1]? provide a Riemannian mesh. The same approach would work for any
Riemman-measurable subset of [0, 1]2.

On the other hand, the sharp asymptotic behavior of the quantity Py — 7/4 is
quite a hard problem. Several celebrated mathematicians worked on the problem,
including Gauss, Hardy and E.Landau.

Ex 9. To fix the notation, let’s say that at the beginning there were n mathches
in each pocket. Let’s calculate the probability that the man finds the right pocket
empty, and that at this moment there are & matches in the left pocket. For this to
happen, the man must choose the right pocket n times out of n +n — k tries, and
then he must choose right yet again at the 2n — k + 1-th try. Thus this probability
equals %(an_k)Q_g”*‘k. The required probability is then (2nn_k)2_2""”c since the
left pocket could be also found empty first.



