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Введение

Â äàííîì êóðñå îáñóæäàåòñÿ êðóã âîïðîñîâ, ñâÿçàííûé ñ îáðàçîâàíèåì ïðåäåëüíûõ
ôîðì è íàëè÷èåì ñëó÷àéíûõ îòêëîíåíèé, îïèñûâàåìûõ óíèâåðñàëüíûìè âåðîÿòíîñòíû-
ìè çàêîíàìè. Ñèòóàöèè, â êîòîðûõ ñëîæíûå ìíîãîêîìïîíåíòíûå ñèñòåìû ïðè îãðóá-
ëåííîì ðàññìîòðåíèè âåäóò ñåáÿ ïðîñòûì óíèâåðñàëüíûì îáðàçîì, íå çàâèñÿùèì îò
äåòàëåé èñõîäíîé ñèñòåìû, õîðîøî çíàêîìû êàê ìàòåìàòèêàì, òàê è ôèçèêàì. Â òåî-
ðèè âåðîÿòíîñòè îíè îïèñûâàþòñÿ óòâåðæäåíèÿìè, èçâåñòíûìè êàê Çàêîí Áîëüøèõ
×èñåë (ÇÁ×) è Öåíòðàëüíàÿ Ïðåäåëüíàÿ Òåîðåìà (ÖÏÒ). Îäíàêî ñòàíäàðòíûå ïðèìå-
ðû òàêèõ óòâåðæäåíèé, ñîäåðæàùèåñÿ â ó÷åáíèêàõ, îòíîñÿòñÿ ê ñóììàì áîëüøîãî ÷èñ-
ëà íåçàâèñèìûõ ñëó÷àéíûõ âåëè÷èí, è õîòÿ êëàññ ïîäîáíûõ çàäà÷ äîñòàòî÷íî øèðîê,
òðåáîâàíèå íåçàâèñèìîñòè îãðàíè÷èâàåò îáëàñòü ïðèëîæåíèé ïîëó÷àåìûõ ðåçóëüòàòîâ.
Åñòåñòâåííî, âîçíèêàåò âîïðîñ, ìîæíî ëè ñôîðìóëèðîâàòü ñòîëü æå ñîäåðæàòåëüíûå
è óíèâåðñàëüíûå óòâåðæäåíèÿ î êàêèõ-ëèáî ñëó÷àéíûõ ñèñòåìàõ ñ áîëüøèì ÷èñëîì
ñòåïåíåé ñâîáîäû, âûõîäÿùèå çà ðàìêè íåâçàèìîäåéñòâóþùåãî ìèðà.

Â ïîñëåäíèå ãîäû áûëî íàéäåíî ìíîæåñòâî çàìå÷àòåëüíûõ ñâÿçåé ìåæäó, íà ïåðâûé
âçãëÿä, ñîâåðøåííî ðàçëè÷íûìè çàäà÷àìè ìàòåìàòèêè, à òàêæå ìàòåìàòè÷åñêîé è òåî-
ðåòè÷åñêîé ôèçèêè. Ñ ìàòåìàòè÷åñêîé ñòîðîíû ýòî êîìáèíàòîðíûå è âåðîÿòíîñòíûå
çàäà÷è î ñèñòåìàõ ñ áîëüøèì ÷èñëîì ñòåïåíåé ñâîáîäû. Ñðåäè íèõ çàäà÷à îïèñàíèÿ
ñîáñòâåííûõ çíà÷åíèé ìàòðèö ñî ñëó÷àéíûìè ýëåìåíòàìè, çàäà÷è î ñòàòèñòèêå ñëó÷àé-
íûõ äèàãðàììÞíãà, çàäà÷è î çàìîùåíèè ðàçëè÷íûõ îáëàñòåé ïëîñêîñòè äîìèíîøêàìè
èëè ðîìáèêàìè, çàäà÷è î ïåðå÷èñëåíèè íåïåðåñåêàþùèõñÿ ïóòåé íà ðåø¼òêàõ. Ñ ôèçè-
÷åñêîé ñòîðîíû ýòî çàäà÷è ñòàòèñòè÷åñêîé ôèçèêè î ðàñïðîñòðàíåíèè ãðàíèö ðàçäåëîâ
ìåæäó ðàçëè÷íûìè ñðåäàìè, ïîòîêàõ âçàèìîäåéñòâóþùèõ ÷àñòèö, ïîëèìåðàõ â íåóïî-
ðÿäî÷åííûõ ñðåäàõ è ò.ä.

Êóðñ ïîñâÿù¼í âîçíèêíîâåíèþ óíèâåðñàëüíîãî ïîâåäåíèÿ â ðàçëè÷íûõ ìîäåëÿõ ìíî-
ãîêîìïîíåíòíûõ ñëó÷àéíûõ ñèñòåì. Ñ ôîðìàëüíîé òî÷êè çðåíèÿ ìû ðàññìîòðèì øèðî-
êèé êëàññ ìíîãîìåðíûõ ñëó÷àéíûõ âåëè÷èí è ñëó÷àéíûõ ïðîöåññîâ ñî âçàèìîäåéñòâè-
åì, çàäàííûì ïðîñòûìè ëîêàëüíûìè ïðàâèëàìè. Îêàçûâàåòñÿ, ÷òî â ïðàâèëüíî âû-
áðàííûõ, åñòåñòâåííûõ åäèíèöàõ èçìåðåíèÿ òàêèå ñèñòåìû îáíàðóæèâàþò óäèâèòåëüíî
ñõîæåå ïîâåäåíèå. À èìåííî, åñëè ÷èñëî ñòåïåíåé ñâîáîäû â ðàññìàòðèâàåìûõ ñèñòåìàõ
âåëèêî, òî âîçíèêàþùèå ïðè ñîîòâåòñòâóþùåì ïåðåìàñøòàáèðîâàíèè íàáîðû ñëó÷àé-
íûõ âåëè÷èí äåìîíñòðèðóþò ¾ñâîéñòâî êîíöåíòðàöèè¿ ê íåêîòîðûì íåñëó÷àéíûì äå-
òåðìèíèñòè÷åñêèì ïðåäåëüíûì ôîðìàì. Ñëó÷àéíûå îòêëîíåíèÿ îò ýòèõ ïðåäåëüíûõ
ôîðì, ¾ôëóêòóàöèè¿, èçìåðåííûå â õàðàêòåðíîì ¾ôëóêòóàöèîííîì¿ ìàñøòàáå, îïè-
ñûâàþòñÿ íåáîëüøèì íàáîðîì óíèâåðñàëüíûõ âåðîÿòíîñòíûõ ðàñïðåäåëåíèé, ôóíêöè-
îíàëüíûé âèä êîòîðûõ çàâèñèò òîëüêî îò ãëîáàëüíûõ ñèììåòðèé ñèñòåìû, è íå çàâèñèò
îò ¾ìèêðîïîäðîáíîñòåé¿ èñõîäíîé çàäà÷è.

Âûâîä òî÷íîãî, ÿâíîãî âèäà óíèâåðñàëüíûõ ðàñïðåäåëåíèé � ýòî çàäà÷à, êîòîðóþ
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ìîæíî ðåøèòü àíàëèòè÷åñêè ëèøü äëÿ ñèñòåì, îáëàäàþùèõ ñïåöèàëüíîé ìàòåìàòè÷å-
ñêîé ñòðóêòóðîé, êîòîðàÿ îáåñïå÷èâàåò íàëè÷èå áîëüøîãî êîëè÷åñòâà ñèììåòðèé è êî-
òîðàÿ îêàçûâàåòñÿ òåñíî ñâÿçàííîé ñ ïîíÿòèåì èíòåãðèðóåìîñòè. Ýòà ñòðóêòóðà ñòîèò
çà ìíîæåñòâîì êðàñèâûõ òî÷íûõ ìàòåìàòè÷åñêèõ ðåçóëüòàòîâ, êîòîðûå â ñêåéëèíãîâîì
ïðåäåëå ïðèâîäÿò óòâåðæäåíèÿì, àíàëîãè÷íûì ÇÁ× è ÖÏÒ. Õîòÿ êóðñ íå ñëåäóåò êàêî-
ìó ëèáî ó÷åáíîìó ïîñîáèþ, áîëüøóþ ÷àñòü ìàòåðèàëà ìîæíî íàéòè â êíèãàõ è êóðñàõ
[1, 2, 3, 4, 5, 6, 7], ïðèâåäåííûõ â ñïèñêå ëèòåðàòóðû íèæå.

Благодарности
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Глава 1

Необходимые сведения из теории

вероятностей

Â ýòîì ðàçäåëå ìû íàïîìèíàåì îñíîâíûå ïîíÿòèÿ òåîðèè âåðîÿòíîñòè, êîòîðûå áó-
äóò ñëóæèòü ÿçûêîì íàøåãî èçëîæåíèÿ, à òàêæå ïðèâåäåì äîêàçàòåëüñòâà íåñêîëüêèõ
óòâåðæäåíèé, êîòîðûå ïîíàäîáÿòñÿ íàì â äàëüíåéøåì.

1.1 Вероятностное пространство, случайные величи-
ны и их характеристики

Ëþáîé ìàòåìàòè÷åñêèé òåêñò, ïîñâÿùåííûé îáñóæäåíèþ âåðîÿòíîñòíûõ çàäà÷, íà÷èíà-
åòñÿ ñ ïîñòóëèðîâàíèÿ âåðîÿòíîñòíîãî ïðîñòðàíñòâà. Âåðîÿòíîñòíîå ïðîñòðàíñòâî åñòü
òðîéêà (Ω,ℱ ,P), âêëþ÷àþùàÿ

� ïðîñòðàíñòâî ýëåìåíòàðíûõ èñõîäîâ Ω,

� ñèãìà-àëãåáðó åãî ïîäìíîæåñòâ ℱ ⊂ 2Ω

� è âåðîÿòíîñòíóþ ìåðó P : ℱ → [0, 1], ñòàâÿùóþ â ñîîòâåòñòâèå êàæäîìó ìíîæåñòâó
èç ℱ ÷èñëî îò íóëÿ äî åäèíèöû.

Íà ïðàêòèêå îáû÷íî èçó÷àåòñÿ íå ñàìî âåðîÿòíîñòíîå ïðîñòðàíñòâî, à ñëó÷àéíûå âåëè-
÷èíû, ò.å. èçìåðèìûå ôóíêöèè íà íåì

𝜉 : Ω → X,

ïðèíèìàþùèå çíà÷åíèÿ â íåêîòîðîì ïðîñòðàíñòâå X, íàäåëåííîì òîïîëîãèåé è, ñîîò-
âåòñòâåííî, ñèãìà-àëãåáðîé áîðåëåâñêèõ ìíîæåñòâ. Â îáùåì ñëó÷àå ìû îáû÷íî áóäåì
ïîíèìàòü ïîä X ïîëüñêîå (ò.å. ïîëíîå ñåïàðàáåëüíîå ìåòðè÷åñêîå) ïðîñòðàíñòâî, â ïðî-
ñòåéøåì âàðèàíòå ñâîäÿùååñÿ ê R èëè ïîäîáíûì.

Ðàññìîòðèì ïðîñòåéøèé ñëó÷àé X = R. Äëÿ ñëó÷àéíîé âåëè÷èíû 𝜉 : Ω → R ìîæíî
îïðåäåëèòü ìàòîæèäàíèå

E𝜉 :=

∫︁
Ω

𝜉(𝜔)𝑑P (1.1)

Ïîëåçíîå ïîíÿòèå, îáîáùàþùåå ìàòîæèäàíèå, � óñëîâíîå ìàòîæèäàíèå. Ïócòü ℱ ′ ⊂ ℱ
� 𝜎-ïîäàëãåáðà ℱ . Óñëîâíûì ìàòîæèäàíèåì ñëó÷àéíîé âåëè÷èíû 𝜉 îòíîñèòåëüíî ℱ ′
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10 ГЛАВА 1. НЕОБХОДИМЫЕ СВЕДЕНИЯ ИЗ ТЕОРИИ ВЕРОЯТНОСТЕЙ

íàçûâàåòñÿ ñëó÷àéíàÿ âåëè÷èíà E(𝜉|ℱ ′), èçìåðèìàÿ îòíîñèòåëüíî ℱ ′, òàêàÿ ÷òî äëÿ
ëþáîé ôóíêöèè 𝜂 : Ω → R, òàêæå èçìåðèìîé îòíîñèòåëüíî ℱ ′, èìååì

E[E(𝜉|ℱ ′)𝜂] = E𝜉𝜂. (1.2)

Êàê ìîæíî îõàðàêòåðèçîâàòü ñëó÷àéíóþ âåëè÷èíó 𝜉 íà R, òàê ÷òîáû, íå âíèêàÿ â äåòàëè
îòîáðàæåíèÿ 𝜉(𝜔), çàäàòü ìåðó ìíîæåñòâ, îòîáðàæàåìûõ â òå èëè èíûå ïîäìíîæåñòâà
R? Äëÿ ýòîãî ñëóæèò ôóíêöèÿ ðàñïðåäåëåíèÿ âåðîÿòíîñòè

𝐹𝜉(𝑥) := P ({𝜔 : 𝜉(𝜔) ≤ 𝑥}) , (1.3)

à åñëè ìåðà íà R, èíäóöèðóåìàÿ îòîáðàæåíèåì 𝜉, àáñîëþòíî íåïðåðûâíà îòíîñèòåëüíî
ìåðû Ëåáåãà, òî è ïëîòíîñòü âåðîÿòíîñòè

𝑓𝜉(𝑥) = 𝐹 ′
𝜉(𝑥). (1.4)

Àíàëîãè÷íî ìîæíî ðàññìàòðèâàòü íåñêîëüêî ñëó÷àéíûõ âåëè÷èí íà îäíîì è òîì
æå âåðîÿòíîñòíîì ïðîñòðàíñòâå. Îíè õàðàêòåðèçóþòñÿ ñîâìåñòíûìè ôóíêöèÿìè ðàñ-
ïðåäåëåíèÿ

𝐹𝜉1,...,𝜉𝑛(𝑥1, . . . , 𝑥𝑛) = P ({𝜔 : 𝜉1(𝜔) ≤ 𝑥1, . . . , 𝜉𝑛(𝜔) ≤, 𝑥𝑛}) (1.5)

Ïðè ýòîì ìû ãîâîðèì, ÷òî ñëó÷àéíûå âåëè÷èíû íåçàâèñèìû, åñëè èõ ñîâìåñòíàÿ ôóíê-
öèÿ ðàñïðåäåëåíèÿ ðàñïàäàåòñÿ â ïðîèçâåäåíèå èíäèâèäóàëüíûõ ôóíêöèé ðàñïðåäåëå-
íèÿ,

𝐹𝜉1,...,𝜉𝑛(𝑥1, . . . , 𝑥𝑛) =
𝑛∏︁

𝑘=1

𝐹𝜉𝑘(𝑥𝑘), (1.6)

÷òî íåìåäëåííî âëå÷åò ïîäîáíóþ ôàêòîðèçàöèþ ìàòîæèäàíèé ïðîèçâåäåíèé, êàê ñàìèõ
ñëó÷àéíûõ âåëè÷èí, òàê è èõ ôóíêöèé.

Àëüòåðíàòèâíîå îïèñàíèå ðàñïðåäåëåíèÿ ñëó÷àéíîé âåëè÷èíû 𝜉 äàåò õàðàêòåðèñòè-
÷åñêàÿ ôóíêöèÿ

𝜙𝜉(𝑥) = E(𝑒𝑖𝑥𝜉), (1.7)

êîòîðàÿ, áóäó÷è ïðåîáðàçîâàíèåì Ôóðüå ìåðû, îïðåäåëÿåò ðàñïðåäåëåíèå åäèíñòâåí-
íûì îáðàçîì.

Áëèçêî ñâÿçàííîå ñ õàðàêòåðèñòè÷åñêîé ôóíêöèåé ïîíÿòèå ïðîèçâîäÿùåé ôóíêöèè
ìîìåíòîâ

𝑀𝜉(𝑥) = E(𝑒𝑥𝜉) =
∞∑︁
𝑛=0

𝑚𝑛𝑥
𝑛

𝑛!
. (1.8)

îïðåäåëåíî, êîãäà âñå ìîìåíòû
𝑚𝑛 = E(𝜉𝑛) (1.9)

ðàñïðåäåëåíèÿ ñëó÷àéíîé âåëè÷èíû 𝜉 êîíå÷íû. Åå ìîæíî ïîíèìàòü ëèáî êàê ôîðìàëü-
íûé ðÿä, ëèáî êàê àíàëèòè÷åñêóþ â íåêîòîðîé îêðåñòíîñòè íóëÿ ôóíêöèþ. Â ïåðâîì
ñëó÷àå ýêñïîíåíòà ïîä çíàêîì ìàòîæèäàíèÿ â (1.8) òàêæå ïîíèìàåòñÿ êàê ôîðìàëü-
íûé ðÿä. Âî âòîðîì ïðåäïîëàãàåòñÿ, ÷òî ðÿä â ïðàâîé ÷àñòè (1.8) ñõîäèòñÿ â íåêîòîðîé
îêðåñòíîñòè íóëÿ, ÷òî íàêëàäûâàåò äîïîëíèòåëüíûå îãðàíè÷åíèÿ íà ñêîðîñòü óáûâàíèÿ
âåðîÿòíîñòè íà áåñêîíå÷íîñòè. Ïîëó÷èâøóþñÿ àíàëèòè÷åñêóþ ôóíêöèþ ìîæíî àíàëè-
òè÷åñêè ïðîäîëæèòü èç îáëàñòè ñõîäèìîñòè êàê ìèíèìóì íà âñþ ìíèìóþ îñü. Ðåçóëüòàò
åñòåñòâåííî ñîâïàäàåò ñ õàðàêòåðèñòè÷åñêîé ôóíêöèåé.



1.1. ВЕРОЯТНОСТНОЕПРОСТРАНСТВО, СЛУЧАЙНЫЕВЕЛИЧИНЫИИХХАРАКТЕРИСТИКИ11

Ïîñêîëüêó çíàíèå õàðàêòåðèñòè÷åñêîé ôóíêöèè ýêâèâàëåíòíî çíàíèþ ðàñïðåäåëå-
íèÿ, ìû ïîäõîäèì ê îòâåòó íà åñòåñòâåííûé âîïðîñ î òîì, ìîæíî ëè, çíàÿ âñå ìîìåíòû
(êóìóëÿíòû) ñëó÷àéíîé âåëè÷èíû, îäíîçíà÷íî âîññòàíîâèòü ðàñïðåäåëåíèå. Ýòà çàäà÷à
èçâåñòíà êàê проблема моментов. Îäíî èç å¼ ðåøåíèé ñîñòîèò êàê ðàç â òîì, ÷òîáû
ïðîèçâîäÿùàÿ ôóíêöèÿ ìîìåíòîâ 𝑀𝜉(𝑥) áûëà àíàëèòè÷åñêîé â íåêîòîðîé îêðåñòíîñòè
íóëÿ, òî åñòü ÷òîáû ìîìåíòû óáûâàëè äîñòàòî÷íî áûñòðî. Ýòî òðåáîâàíèå ýêâèâàëåíòíî
критерию Рисса:

lim
𝑛→∞

𝑚
1
𝑛
𝑛

𝑛
< ∞. (1.10)

Â ÷àñòíîñòè, åñëè íîñèòåëü ðàñïðåäåëåíèÿ êîíå÷åí, òî åñòü Supp(𝜉) ∈ [−𝑀,𝑀 ] äëÿ
íåêîòîðîé êîíñòàíòû𝑀 , òî ïðè âñåõ 𝑛 ∈ N âûïîëíåíî íåðàâåíñòâî𝑚𝑛 ⩽ 𝑀𝑛 è ïðîáëåìà
ìîìåíòîâ èìååò åäèíñòâåííîå ðåøåíèå.

Замечание 1.1. Наиболее полное и чуть менее ограничительное решение той же
проблемы дается критерием Карлемана, который требует сходимости ряда обратных
четных моментов.

∞∑︁
𝑛=0

1

𝑚2𝑛

< ∞. (1.11)

Ìîìåíòû íå âñåãäà ÿâëÿþòñÿ óäîáíîé õàðàêòåðèñòèêîé ðàñïðåäåëåíèÿ. Çà÷àñòóþ
óäîáíåå ïîëüçîâàòüñÿ кумулянтами, ÿâëÿþùèìèñÿ ïîëèíîìèàëüíûìè êîìáèíàöèÿìè
ìîìåíòîâ . Êóìóëÿíòû îïðåäåëÿþòñÿ êàê êîýôôèöèåíòû 𝑐𝑛 ðÿäà Òåéëîðà ëîãàðèôìà
ïðîèçâîäÿùåé ôóíêöèè ìîìåíòîâ, êîòîðûé áóäåì íàçûâàòü производящей функцией
кумулянтов:

𝐶𝜉(𝑥) = ln𝑀𝜉(𝑥) = lnE(𝑒𝑥𝜉) =
∞∑︁
𝑛=0

𝑐𝑛𝑥
𝑛

𝑛!
. (1.12)

Êóìóëÿíòû èñòîðè÷åñêè íàçûâàþò òàêæå полуинвариантами èëè семиинвариантами.

Упражнение 1.2. Пусть случайные величины 𝜉1, . . . , 𝜉𝑛 являются независимыми,
а числа 𝑎1, . . . , 𝑎𝑛 представляют собой некоторый набор констант. Докажите, что
(при условии, что указанные величины существуют):
а) 𝜙𝑎1𝜉1+...+𝑎𝑛𝜉𝑛(𝑥) = 𝜙𝜉1(𝑎1𝑥) · . . . · 𝜙𝜉𝑛(𝑎𝑛𝑥),
б) 𝑀𝑎1𝜉1+...+𝑎𝑛𝜉𝑛(𝑥) = 𝑀𝜉1(𝑎1𝑥) · . . . ·𝑀𝜉𝑛(𝑎𝑛𝑥),
в) 𝐶𝑎1𝜉1+...+𝑎𝑛𝜉𝑛(𝑥) = 𝐶𝜉1(𝑎1𝑥) + . . .+ 𝐶𝜉𝑛(𝑎𝑛𝑥).

Òàêèì îáðàçîì, êàê âèäíî èç óïðàæíåíèÿ 1.2, âàæíîé îñîáåííîñòüþ êóìëÿíòîâ ÿâ-
ëÿåòñÿ èõ àääèòèâíîñòü: êóìóëÿíòû ñóììû íåçàâèñèìûõ ñëó÷àéíûõ âåëè÷èí � ýòî
ñóììà êóìóëÿíòîâ ýòèõ âåëè÷èí.

Êóìóëÿíòû è ìîìåíòû ñîäåðæàò îäèíàêîâóþ èíôîðìàöèþ è ìîãóò áûòü îäíîçíà÷íî
âûðàæåíû äðóã ÷åðåç äðóãà ôîðìàëüíûì ïåðåðàçëîæåíèåì â ðÿä ëîãàðèôìèðîâàííî-
ãî (ñîîòâåòñòâåííî, ýêñïîíåíöèèðîâàííîãî) ðÿäà äëÿ ïðîèçâîäÿùåé ôóíêöèè ìîìåíòîâ
(êóìóëÿíòîâ).

Упражнение 1.3. Докажите, что между первыми тремя моментами и кумулян-
тами выполняются следующие соотношения

𝑚1 = 𝑐1, 𝑚2 = 𝑐2 + 𝑐21, 𝑚3 = 𝑐3 + 3𝑐1𝑐2 + 𝑐31 (1.13)

𝑐1 = 𝑚1, 𝑐2 = 𝑚2 −𝑚2
1, 𝑐3 = 𝑚3 − 3𝑚1𝑚2 + 2𝑚3

1 (1.14)

В частности, 𝑐1 = E(𝜉) и 𝑐2 = D(𝜉).
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Îáùàÿ ôîðìóëà, âûðàæàþùàÿ ìîìåíòû ÷åðåç êóìóëÿíòû, èìååò âèä

𝑚𝑛 =
∑︁

𝜋∈P(𝑛)

∏︁
𝐼∈𝜋

𝑐|𝐼|. (1.15)

Çäåñü ñóììèðîâàíèå âåä¼òñÿ ïî ìíîæåñòâó

P(𝑛) = {𝜋 = {𝐼1, . . . , 𝐼𝑘} : [𝑛] =
𝑘⋃︁

𝑖=1

𝐼𝑖; 𝐼𝑖
⋂︁

𝐼𝑗 = ∅, 𝑖 ̸= 𝑗; 𝑘 ∈ [𝑛]}. (1.16)

ðàçáèåíèé ìíîæåñòâà
[𝑛] := {1, . . . , 𝑛}

íà âñå âîçìîæíûå ïîäìíîæåñòâà.
Ïðèâåäåííûå ôîðìóëû ìîìåíòîâ è êóìóëÿíòîâ îäíîé ñëó÷àéíîé âåëè÷èíû � ÷àñò-

íûé ñëó÷àé áîëåå îáùèõ ôîðìóë äëÿ õàðàêòåðèñòèê íàáîðà ñëó÷àéíûõ âåëè÷èí. Ïóñòü
𝜉1, . . . , 𝜉𝑛 � íàáîð èç 𝑛 ñëó÷àéíûõ âåëè÷èí, íå îáÿçàòåëüíî ðàçëè÷íûõ, 𝑛 ∈ N. Îïðåäåëèì
ñîâìåñòíûå ìîìåíòû êàê ïîëèëèíåéíûå ôóíêöèîíàëû ñòåïåíè 𝑛

𝑚𝑛(𝜉1, . . . , 𝜉𝑛) := E(𝜉1 · · · 𝜉𝑛). (1.17)

Òîãäà ìîæíî îïðåäåëèòü è ñîâìåñòíûå êóìóëÿíòû, êàê ïîëèëèíåéíûå ôóíêöèîíàëû,
𝑐𝑘(𝑥1, . . . , 𝑥𝑘), ñâÿçàííûå ñ ìîìåíòàìè ñîîòíîøåíèåì, ÷àñòíûì ñëó÷àåì, êîòîðîãî ÿâëÿ-
åòñÿ ñîîòíîøåíèå (1.15),

𝑚𝑛(𝜉1, . . . , 𝜉𝑛) =
∑︁

𝜋∈P(𝑛)

∏︁
𝐼∈𝜋

𝑐|𝐼|(𝜉𝐼), (1.18)

ãäå 𝐼 = (𝑖1, . . . , 𝑖|𝐼|) � áëîêè ðàçáèåíèÿ 𝜋 è ìû ââåëè îáîçíà÷åíèå 𝜉𝐼 = (𝜉𝑖1 , . . . , 𝜉𝑖|𝐼|).
Ê ýòîìó ñîîòíîøåíèþ ìîæíî òàêæå ïðèéòè, ââåäÿ ïðîèçâîäÿùèå ôóíêöèè ñîâìåñòíûõ
ìîìåíòîâ è ñîâìåñòíûõ êóìóëÿíòîâ äëÿ íàáîðîâ ñëó÷àéíûõ âåëè÷èí, è ïîòðåáîâàâ, ÷òî-
áû, òàê æå êàê è â ñëó÷àå îäíîé ñëó÷àéíîé âåëè÷èíû îíè áûëè ñâÿçàíû ìåæäó ñîáîé
ñîîòíîøåíèåì (1.12). Â ÷àñòíîñòè èç ýòîé ñâÿçè ñëåäóåò ñëåäóþùèé âàæíûé ôàêò: êó-
ìóëÿíòû âû÷èñëåííûå íà íàáîðå ñëó÷àéíûõ âåëè÷èí, ñðåäè êîòîðûõ èìååòñÿ õîòÿ áû
îäíà, íåçàâèñèìàÿ îò îñòàëüíûõ, ðàâíû íóëþ.1 Ïîçæå ïðè îáñóæäåíèè ñâîáîäíîé âåðî-
ÿòíîñòè ìû ïîçíàêîìèìñÿ ñ íåêîììóòàòèâíûìè àíàëîãàìè ýòîãî ôàêòà è ñîîòíîøåíèÿ
(1.18).

Îõàðàêòåðèçóåì íà ÿçûêå ìîìåíòîâ, êóìóëÿíòîâ è èõ ïðîèçâîäÿùèõ ôóíêöèé íåêî-
òîðûå âàæíåéøèå ïðèìåðû ðàñïðåäåëåíèé.

Пример 1.4. Пусть случайная величина 𝜉 = 𝑎 задаётся äåëüòà-ìåðîé Äèðàêà

𝛿𝑎(𝐴) =

{︂
1, если 𝑎 ∈ 𝐴
0, если 𝑎 /∈ 𝐴,

(1.19)

т.е. P(𝜉 = 𝑎) = 1, а её функция распределения представляет собой ôóíêöèþ Õýâèñàé-
äà:

𝐹𝜉(𝑥) = 𝜃(𝑥− 𝑎) =

{︂
1, если 𝑥 > 𝑎
0, если 𝑥 ⩽ 𝑎.

(1.20)

1Эти факты также хорошо известны специалистам по квантовой теории поля и статистической

физике, где совместные моменты и кумулянты известны под названием несвязные и связные корреля-

ционные функции соответственно.
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Тогда производящие функции моментов и кумулянтов имеют вид

𝑀𝜉(𝑥) = 𝑒𝑥𝑎, 𝐶𝜉(𝑥) = 𝑥𝑎.

То есть единственный ненулевой кумулянт дельта-распределения — первый: 𝑐1 = 𝑎.

Пример 1.5. Второй и последний пример распределения, у которого почти все ку-
мулянты равны нулю, а значит, 𝐶𝜉(𝑥) — многочлен, это распределение Гаусса. Для
нормально распределённой случайной величины 𝜉 ∼ N(𝜇, 𝜎2), задаваемой плотностью

𝑓𝜉(𝑥) =
1

𝜎
√
2𝜋

exp

(︂
−(𝑥− 𝜇)2

2𝜎2

)︂
, (1.21)

имеем

𝑀𝜉(𝑥) = exp

(︂
𝜇𝑥+

𝜎2𝑥2

2

)︂
, 𝐶𝜉(𝑥) = 𝜇𝑥+

𝜎2𝑥2

2
. (1.22)

В частности, 𝑐1 = 𝜇, 𝑐2 = 𝜎2 и 𝑐𝑘 = 0 при 𝑘 > 2.

Пример 1.6. Ещё одно важное дискретное распределение, распределение Пуассона
Poi(𝜆), выделено тем, что все его кумулянты одинаковы:

P(𝜉 = 𝑘) =
𝜆𝑘

𝑘!
· 𝑒−𝜆, (1.23)

𝑀𝜉(𝑥) = 𝑒𝑒
𝜆𝑥

, 𝐶𝜉(𝑥) = 𝑒𝜆𝑥 (1.24)

и 𝑐𝑘 = 𝜆 при всех 𝑘 ∈ N.

Упражнение 1.7. Убедитесь в справедливости формул (1.22) и (1.24)).

Упражнение 1.8. Докажите, что чётные моменты ïîëóêðóãîâîãî ðàñïðåäåëåíèÿ

Âèãíåðà с плотностью 𝑓𝑠𝑐(𝑥) =
1

2𝜋

√
4− 𝑥2 ·I{|𝑥|⩽2} даются ÷èñëàìè Êàòàëàíà, а нечёт-

ные равны нулю:

𝑚2𝑘 = 𝐶𝑘 =
𝐶𝑘

2𝑘

𝑘 + 1
, 𝑚2𝑘+1 = 0. (1.25)

.

1.2 Сходимость последовательностей случайных вели-
чин и предельные теоремы.

Определение 1.9. Пусть {𝜉𝑛}𝑛∈N — последовательность случайных величин опре-
делённых на одном вероятностном пространстве. Говорят, что эта последователь-
ность сходится к случайной величине 𝜉

� ïî÷òè íàâåðíîå (или ïî÷òè âñþäó), и пишут

𝜉𝑛
п.н.−−−→

𝑛→∞
𝜉,

если
P
(︁
𝜉𝑛 −−−→

𝑛→∞
𝜉
)︁
= P

(︁
𝜔 : 𝜉𝑛(𝜔) −−−→

𝑛→∞
𝜉(𝜔)

)︁
= 1, (1.26)

т.е. имеет место поточечная сходимость везде, кроме, быть может, множе-
ства меры нуль;
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� ïî âåðîÿòíîñòè, и пишут

𝜉𝑛
P−−−→

𝑛→∞
𝜉,

если для любого 𝜀 > 0:

P (|𝜉𝑛 − 𝜉| > 𝜀) = P (𝜔 : |𝜉𝑛(𝜔)− 𝜉(𝜔)| > 𝜀) −−−→
𝑛→∞

0; (1.27)

� ïî ðàñïðåäåëåíèþ èëè ñëàáî, и пишут

𝜉𝑛
𝐷−−−→

𝑛→∞
𝜉,

если для любой непрерывной ограниченной функции 𝑔 ∈ 𝐶𝑏:

E(𝑔(𝜉𝑛)) −−−→
𝑛→∞

E(𝑔(𝜉)), (1.28)

или же, что эквивалентно сказанному выше, если последовательность функций
распределения сходится к предельной функции распределения во всех её точках
непрерывности:

lim
𝑛→∞

𝐹𝜉𝑛(𝑡) → 𝐹𝜉(𝑡) ∀ 𝑡 : 𝐹𝜉 ∈ 𝐶(𝑡); (1.29)

� â 𝐿𝑝, и пишут

𝜉𝑛
Lp

−−−→
𝑛→∞

𝜉,

если
lim
𝑛→∞

E(|𝜉𝑛 − 𝜉|𝑝) = 0. (1.30)

Упражнение 1.10. Докажите эквивалентность определений сходимости по распре-
делению, заданных формулами (1.28) and (1.29).

Упражнение 1.11. Докажите следующие свойства сходимостей:

а) если 𝜉𝑛
п.н.−−−→

𝑛→∞
𝜉, то 𝜉𝑛

P−−−→
𝑛→∞

𝜉, но обратное, вообще говоря, не верно;

б) если 𝜉𝑛
Lp

−−−→
𝑛→∞

𝜉 и 𝑝 ⩾ 2, то 𝜉𝑛
P−−−→

𝑛→∞
𝜉, но обратное, вообще говоря, не верно;

в) если 𝜉𝑛
P−−−→

𝑛→∞
𝜉, то 𝜉𝑛

𝐷−−−→
𝑛→∞

𝜉, но обратное, вообще говоря, не верно;

г) если 𝜉𝑛
𝐷−−−→

𝑛→∞
𝜉 и 𝜉 вырожденная случайная величина, т.е. P(𝜉 = 𝑎) = 1, то 𝜉𝑛

P−−−→
𝑛→∞

𝜉.

Ñõîäèìîñòü ïî ðàñïðåäåëåíèþ � ýòî ÷àñòíûé ñëó÷àé слабой сходимости ìåð; îò÷à-
ñòè óïðàæíåíèå 1.11 îáúÿñíÿåò ïîñëåäíåå íàçûâàíèå. Çàìåòèì, ÷òî çäåñü íå îáÿçàòåëü-
íî òðåáîâàòü, ÷òîáû ÷ëåíû ïîñëåäîâàòåëüíîñòè è ïðåäåëüíàÿ ñëó÷àéíàÿ âåëè÷èíà áûëè
îïðåäåëåíû íà îäíîì âåðîÿòíîñòíîì ïðîñòðàíñòâå. Îòìåòèì òàêæå, ÷òî õîòÿ èç ñõîäè-
ìîñòè ïî âåðîÿòíîñòè ñõîäèìîñòü ïî÷òè íàâåðíîå íå ñëåäóåò, теорема Рисса ãàðàíòè-
ðóåò íàì, ÷òî èç èñõîäíîé ïîñëåäîâàòåëüíîñòè ìîæíî èçâëå÷ü ïîäïîñëåäîâàòåëüíîñòü,
êîòîðàÿ áóäåò ñõîäèòüñÿ ê ïðåäåëó ïî÷òè íàâåðíîå.

Îïèøåì îñíîâíûå èíñòðóìåíòû, èñïîëüçóåìûå äëÿ äîêàçàòåëüñòâà ñõîäèìîñòè.

Лемма 1.12. [Неравенство Маркова] Пусть 𝜉 — неотрицательная случайная величи-
на с конечным математическим ожиданием: 𝜉 ⩾ 0 и E𝜉 ⩽ ∞. Тогда для любого 𝜀 > 0
справедливо следующее неравенство:

P
(︀
𝜉 > 𝜀

)︀
⩽

E𝜉
𝜀
. (1.31)
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Â ÷àñòíîñòè, åñëè ïðè íåêîòîðîì 𝑘 ∈ N äëÿ ñëó÷àéíîé âåëè÷èíû 𝜉 âûïîëíåíî íåðàâåí-
ñòâî E|𝜉 − E𝜉|𝑘 < ∞, òî

P
(︀
|𝜉 − E𝜉| > 𝜀

)︀
⩽

E|𝜉 − E𝜉|𝑘

𝜀𝑘
(1.32)

Ïðè 𝑘 = 2 íåðàâåíñòâî (1.32) ïðåâðàùàåòñÿ â неравенство Чебышева è èñïîëüçóåòñÿ äëÿ
äîêàçàòåëüñòâà ñõîäèìîñòè ïî âåðîÿòíîñòè: ïîñëåäíÿÿ èìååò ìåñòî, êîãäà D𝜉𝑛 −−−→

𝑛→∞
0.

Íàèáîëåå ñëîæíûé ñëó÷àé ñõîäèìîñòè � ñõîäèìîñòü ïî÷òè íàâåðíîå, ïîñêîëüêó äëÿ
åãî îáîñíîâàíèÿ òðåáóåòñÿ ïðèâëåêàòü óòâåðæäåíèÿ î ñîáûòèÿõ, âêëþ÷àþùèõ áåñêî-
íå÷íîå ÷èñëî ÷ëåíîâ ïîñëåäîâàòåëüíîñòè. Îäíàêî åñëè òèïè÷íàÿ ïîñëåäîâàòåëüíîñòü
ñõîäèòñÿ äîñòàòî÷íî áûñòðî, äëÿ äîêàçàòåëüñòâà òàêæå ìîæíî âîñïîëüçîâàòüñÿ íåðà-
âåíñòâîì Ìàðêîâà â êîìáèíàöèè ñ ëåììîé Áîðåëÿ-Êîíòåëëè.

Лемма 1.13. [Лемма Бореля-Кантелли] Пусть {𝐴𝑛}𝑛∈N — последовательность слу-
чайных событий. Обозначим

𝐴 = lim sup
𝑛→∞

𝐴𝑛 ≡
∞⋂︁
𝑛=1

(︃
∞⋃︁

𝑚=𝑛

𝐴𝑚

)︃
=
{︀
𝜔 : ∀𝑛 ∈ N ∃𝑚 ∈ N,𝑚 > 𝑛 : 𝜔 ∈ 𝐴𝑚

}︀
,

т.е. 𝐴 — это исходы, которые происходят бесконечно часто. Тогда:

I) если числовой ряд
∞∑︀
𝑛=1

P (𝐴𝑛) сходится, то P(𝐴) = 0;

II) если все события 𝐴𝑛 независимы в совокупности и числовой ряд
∞∑︀
𝑛=1

P (𝐴𝑛) расхо-

дится, то P(𝐴) = 1.

Òåïåðü äëÿ îáîñíîâàíèÿ ñõîäèìîñòè ïî÷òè íàâåðíîå ìîæíî äåéñòâîâàòü ñëåäóþùèì
îáðàçîì. Ðàññìîòðèì ñîáûòèå 𝐴𝑛 = {𝜔 : |𝜉𝑛 − 𝜉| > 𝜀}. Åñëè ïðè íåêîòîðîì 𝑘 > 0
ðÿä, ñîñòàâëåííûé èç E|𝜉𝑛 − 𝜉|𝑘, ñõîäèòñÿ, òî ïåðâàÿ ÷àñòü ëåììû Áîðåëÿ-Êîíòåëëè
ñîâìåñòíî ñ íåðàâåíñòâîì Ìàðêîâà ãàðàíòèðóþò ñõîäèìîñòü ïî÷òè íàâåðíîå.

Âåðíåìñÿ ê ñõîäèìîñòè ïî ðàñïðåäåëåíèþ. Íåçàìåíèìûé èíñòðóìåíò äëÿ äîêàçà-
òåëüñòâà òàêîé ñõîäèìîñòè äàåò òåîðåìà Ëåâè î íåïðåðûâíîñòè.

Теорема 1.14. [Теорема Леви о непрерывности] Пусть
{︀
𝜉𝑛
}︀
𝑛∈N — последователь-

ность случайных величин. Тогда если 𝜉𝑛
𝐷−−−→

𝑛→∞
𝜉, то для любого 𝑡 ∈ R:

𝜙𝜉𝑛(𝑡) −−−→
𝑛→∞

𝜙𝜉(𝑡).

Обратно, если 𝜙(𝑡) ∈ 𝐶(0) — функция действительного аргумента, непрерывная в ну-
ле, и для каждого 𝑡 ∈ R имеет место сходимость 𝜙𝜉𝑛(𝑡) −−−→

𝑛→∞
𝜙(𝑡), то 𝜙(𝑡) является

характеристической функцией случайной величины 𝜉, для которой 𝜉𝑛
𝐷−−−→

𝑛→∞
𝜉.

×àñòî âìåñòî àíàëèçà ñõîäèìîñòè õàðàêòåðèñòè÷åñêîé ôóíêöèè óäîáíåå èññëåäîâàòü
ñõîäèìîñòü ìîìåíòîâ (êóìóëÿíòîâ) ðàñïðåäåëåíèÿ.

Определение 1.15. Пусть для всех 𝑘, 𝑛 ∈ N моменты

𝑚(𝑘)
𝑛 = E(𝜉𝑛𝑘 ) и 𝑚𝑛 = E(𝜉𝑛)
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случайных величин 𝜉𝑘 и 𝜉 соответственно конечны для любого порядка 𝑛. Будем гово-
рить, что 𝜉𝑛 сходится к 𝜉 â ñìûñëå ìîìåíòîâ, если для каждого 𝑛 ∈ N:

lim
𝑘→∞

𝑚(𝑘)
𝑛 = 𝑚𝑛. (1.33)

Âîîáùå ãîâîðÿ, ñõîäèìîñòè â ñìûñëå ìîìåíòîâ è ïî ðàñïðåäåëåíèþ íå ýêâèâàëåíòíû
è íè îäíà èç íèõ íå âëå÷åò äðóãóþ.

Упражнение 1.16. На примере меры(︂
1− 1

𝑛

)︂
𝛿0 +

1

𝑛
𝛿𝑛

убедитесь в том, что из сходимости по распределению (и даже по вероятности),
сходимость в смысле моментов не следует.

Òåì íå ìåíåå, â íåêîòîðûõ ñëó÷àÿõ ìîæíî óòâåðæäàòü, ÷òî èç ñõîäèìîñòè â ñìûñëå
ìîìåíòîâ ñëåäóåò ñõîäèìîñòü ïî ðàñïðåäåëåíèþ. Òàê æå, êàê â ïðîáëåìå ìîìåíòîâ,
äëÿ ýòîãî äîñòàòî÷íî, ÷òîáû ìîìåíòû ðîñëè íå ñëèøêîì áûñòðî. Â ÷àñòíîñòè, åñëè è 𝜉,
è âñå 𝜉𝑛 èìåþò êîìïàêòíûé íîñèòåëü, òî ñõîäèìîñòü ñëåäóåò èç теоремы Вейерштрасса
о полиномиальной аппроксимации.

Теорема 1.17. [Теорема Вейерштрасса о полиномиальной аппроксимации] Пусть 𝑓 —
функция, определённая на отрезке [𝑎, 𝑏] и непрерывная на этом отрезке. Тогда для лю-
бого 𝜀 > 0 существует такой многочлен 𝑃 ∈ R[𝑥], что для всех 𝑥 ∈ [𝑎, 𝑏] выполняется
|𝑓(𝑥)− 𝑝(𝑥)| < 𝜀.

Â ñâîþ î÷åðåäü, ñõîäèìîñòü ìàòåìàòè÷åñêèõ îæèäàíèé ìíîãî÷ëåíîâ îò ñëó÷àéíîé âå-
ëè÷èíû íåìåäëåííî ñëåäóåò èç ñõîäèìîñòè ìîìåíòîâ.

Îò òðåáîâàíèÿ îãðàíè÷åííîñòè íîñèòåëÿ ìîæíî èçáàâèòüñÿ, íàëîæèâ îïðåäåë¼ííûå
óñëîâèÿ íà ïðåäåëüíóþ ñëó÷àéíóþ âåëè÷èíó. À èìåííî, äîñòàòî÷íî, ÷òîáû ìîìåíòû
ïðåäåëüíîé ñëó÷àéíîé âåëè÷èíû ãàðàíòèðîâàëè åäèíñòâåííîñòü ðåøåíèÿ ïðîáëåìû ìî-
ìåíòîâ, íàïðèìåð, óäîâëåòâîðÿÿ êðèòåðèþ Êàðëåìàíà. Ìû äîêàæåì áîëåå ñëàáîå óòâåð-
æäåíèå, êîòîðîå ïðèãîäèòñÿ íàì â äàëüíåéøåì, ïîòðåáîâàâ êîìïàêòíîñòè íîñèòåëÿ, íî
ëèøü äëÿ ïðåäåëüíîé âåëè÷èíû.

Лемма 1.18. Пусть последовательность 𝜉𝑛 сходится в смысле моментов к случайной
величине 𝜉 с ограниченным носителем, т.е. Supp(𝜉) ⊂ [−𝑎, 𝑎] для некоторого 𝑎 > 0.
Тогда имеет место сходимость по распределению:

𝜉𝑛
𝐷−−−→

𝑛→∞
𝜉.

Доказательство. Ðàññìîòðèì ïðîèçâîëüíóþ îãðàíè÷åííóþ íåïðåðûâíóþ ôóíêöèþ 𝑔(𝑥),
òàêóþ, ÷òî |𝑔(𝑥)| < 𝑏 äëÿ íåêîòîðîãî 𝑏 > 0. Äîêàæåì, ÷òî⃒⃒⃒⃒∫︁

R
𝑔 𝑑𝐹𝜉 −

∫︁
R
𝑔 𝑑𝐹𝜉𝑛

⃒⃒⃒⃒
−−−→
𝑛→∞

0.

Äëÿ ýòîãî ðàçîáü¼ì îáëàcòü èíòåãðèðîâàíèÿ íà îòðåçîê 𝐴 = [−2𝑎, 2𝑎] è åãî äîïîëíåíèå.
Ïî òåîðåìå Âåéåðøòðàññà î ïîëèíîìèàëüíîé àïïðîêñèìàöèè (òåîðåìà 1.17) äëÿ ëþáîãî
𝜀 > 0 ìîæíî íàéòè ìíîãî÷ëåí 𝑃 (𝑥), äëÿ êîòîðîãî âåðíî⃒⃒

𝑔(𝑥)− 𝑃 (𝑥)
⃒⃒
<

𝜀

8
∀ 𝑥 ∈ 𝐴.
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Êðîìå òîãî, èìååò ìåñòî íåðàâåíñòâî⃒⃒⃒⃒∫︁
R
𝑔 𝑑𝐹𝜉 −

∫︁
R
𝑔 𝑑𝐹𝜉𝑛

⃒⃒⃒⃒
⩽

∫︁
𝐴

|𝑔 − 𝑃 | 𝑑𝐹𝜉 +

∫︁
𝐴

|𝑔 − 𝑃 | 𝑑𝐹𝜉𝑛

+

⃒⃒⃒⃒∫︁
R
𝑃 𝑑𝐹𝜉 −

∫︁
R
𝑃 𝑑𝐹𝜉𝑛

⃒⃒⃒⃒
+

∫︁
R∖𝐴

(|𝑔|+ |𝑃 |) 𝑑𝐹𝜉𝑛 ,

ãäå â ïðàâîé ÷àñòè óæå îïóùåíû äâà èíòåãðàëà ïî 𝑑𝐹𝜉 ïî îáëàñòè R∖𝐴, ïîñêîëüêó òàì
𝑑𝐹𝜉 ðàâåí íóëþ òîæäåñòâåííî. ßñíî, ÷òî ïåðâûå äâà ñëàãàåìûõ ïðàâîé ÷àñòè â ñóììå
ìåíüøå 𝜀/4 â ñèëó âûáîðà ìíîãî÷ëåíà 𝑃 è âåðîÿòíîñòíîñòè ìåðû. Âûáðàâ äîñòàòî÷íî
áîëüøîå 𝑛, ìîæíî äîáèòüñÿ, ÷òîáû òðåòüå ñëàãàåìîå òàêæå íå ïðåâûøàëî 𝜀/4; çäåñü
ìû ïîëüçóåìñÿ ñõîäèìîñòüþ ìîìåíòîâ è òåì, ÷òî 𝑃 � ìíîãî÷ëåí. Íàêîíåö, ÷åòâåð-
òîå ñëàãàåìîå îöåíèâàåòñÿ ñ ïîìîùüþ àðãóìåíòà, èñïîëüçîâàííîãî ïðè äîêàçàòåëüñòâå
íåðàâåíñòâà Ìàðêîâà (ëåììà 1.12). Â ñàìîì äåëå, ïóñòü 2𝑞 � ÷¼òíîå ÷èñëî, áîëüøåå èëè
ðàâíîå ñòåïåíè ìíîãî÷ëåíà 𝑃 è 𝑝 ∈ N � íåêîòîðîå íàòóðàëüíîå ÷èñëî. Òîãäà íàéä¼òñÿ
òàêàÿ êîíñòàíòà 𝑐, ÷òî |𝑃 (𝑥)| ⩽ 𝑐(1 + |𝑥|2𝑞), îòêóäà∫︁
R∖𝐴

(|𝑔|+ |𝑃 |) 𝑑𝐹𝜉𝑛 ⩽
∫︁
R∖𝐴

(︀
𝑏+ 𝑐(1 + |𝑥|2𝑞)

)︀
𝑑𝐹𝜉𝑛 ⩽

(︂
𝑏+ 𝑐

(2𝑎)2(𝑞+𝑝)
+

𝑐

(2𝑎)2𝑝

)︂∫︁
R
𝑥2(𝑞+𝑝) 𝑑𝐹𝜉𝑛 .

Èíòåãðàë â ïðàâîé ÷àñòè ñõîäèòñÿ ê 𝑚2(𝑞+𝑝) ⩽ 𝑎2(𝑝+𝑞). Ïîýòîìó, óâåëè÷èâàÿ 𝑝, ìîæíî
äîáèòüñÿ òîãî, ÷òîáû äëÿ äîñòàòî÷íî áîëüøèõ 𝑛 ïðàâàÿ ÷àñòü íå ïðåâûøàëà 𝜀/4.

Íàêîíåö, ïðèâåä¼ì ôîðìóëèðîâêè îáåùàííûõ âûøå ÇÁ× è ÖÏÒ, è äîêàæåì èõ,
âîñïîëüçîâàâøèñü òåîðåìîé Ëåâè î íåïðåðûâíîñòè.

Теорема 1.19. [ЗБЧ] Пусть (𝜉𝑛) — последовательность независимых одинаково рас-
пределённых случайных величин, обладающих конечным математическим ожиданием
E(𝜉𝑛) = 𝜇. Тогда

𝜉𝑛 =
𝑆𝑛

𝑛
=

1

𝑛

𝑛∑︁
𝑘=1

𝜉𝑘
P−−−→

𝑛→∞
𝜇. (1.34)

Теорема 1.20. [ЦПТ] Если же, помимо конечных математических ожиданий, (𝜉𝑛)
имеют ещё и конечную дисперсию D(𝜉𝑛) = 𝜎2, то

𝜁𝑛 =
𝑆𝑛 − 𝑛𝜇

𝜎
√
𝑛

𝐷−−−→
𝑛→∞

𝜂, (1.35)

где случайная величина 𝜂 имеет стандартное нормальное распределение 𝒩 (0, 1).

Доказательство. Ïðåæäå âñåãî, çàìåòèì, ÷òî åñëè âñå ìîìåíòû 𝜉𝑛 ñóùåñòâóþò, òî èç
íåçàâèñèìîñòè è àääèòèâíîñòè êóìóëÿíòîâ ìû íåìåäëåííî óñòàíàâëèâàåì, ÷òî âñå êó-
ìóëÿíòû ñëó÷àéíûõ âåëè÷èí 𝜉𝑛 è 𝜁𝑛 ñòðåìÿòñÿ ê íóëþ ïðè 𝑛 → ∞, çà èñêëþ÷åíèåì
E(𝜉𝑛) → 𝜇 â ïåðâîì ñëó÷àå, è E(𝜁2𝑛) → 1 âî âòîðîì. Îäíàêî íåò íàäîáíîñòè îãðàíè÷èâàòü
êëàññ ðàñïðåäåëåíèé; îáùèé ñëó÷àé ñëåäóåò èç ïðåäåëüíûõ ïåðåõîäîâ äëÿ õàðàêòåðè-
ñòè÷åñêîé ôóíêöèè è òåîðåìû Ëåâè (òåîðåìà 1.14). Äåéñòâèòåëüíî, ñóùåñòâîâàíèå ìà-
òåìàòè÷åñêîãî îæèäàíèÿ ãàðàíòèðóåò ñóùåñòâîâàíèå ïåðâîé ïðîçâîäíîé 𝜙𝜉1(𝑥) â 𝑥 = 0,
îòêóäà âûòåêàåò, ÷òî

𝜙𝜉1(𝑥) = 1 + i𝜇𝑥+ 𝑜(𝑥), 𝑥 → 0.
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Â ñèëó ëèíåéíîñòè (óïðàæíåíèå 1.2) ýòî îçíà÷àåò, ÷òî

𝜙𝜉𝑛
(𝑥) =

(︁
𝜙𝜉1

(︁𝑥
𝑛

)︁)︁𝑛
=
(︁
1 + i

𝜇𝑥

𝑛
+ 𝑜

(︁𝑥
𝑛

)︁)︁𝑛
−−−→
𝑛→∞

𝑒i𝜇𝑥.

Ñëåäîâàòåëüíî, 𝜉𝑛
𝐷−−−→

𝑛→∞
𝜇, à çíà÷èò, â ñèëó óïðàæíåíèÿ 1.11 ìû èìååì 𝜉𝑛

P−−−→
𝑛→∞

𝜇.

Àíàëîãè÷íî, ïîñêîëüêó õàðàêòåðèñòè÷åñêàÿ ôóíêöèÿ ñëó÷àéíîé âåëè÷èíû

𝜂𝑘 =
𝜉𝑘 − 𝜇

𝜎

èìååò âèä

𝜙𝜂1(𝑥) = 1− 𝑥2

2
+ 𝑜(𝑥2), 𝑥 → 0,

äëÿ 𝜁𝑛 =
𝑛∑︀

𝑘=1

𝜂𝑘√
𝑛

ìû èìååì

𝜙𝜁𝑛(𝑥) =

(︂
𝜙𝜂1

(︂
𝑥√
𝑛

)︂)︂𝑛

=

(︂
1− 𝑥2

2𝑛
+ 𝑜

(︂
𝑥2

𝑛

)︂)︂𝑛

−−−→
𝑛→∞

exp

(︂
−𝑥2

2

)︂
.

Ñëåäîâàòåëüíî, ñîãëàñíî òåîðåìå Ëåâè, 𝜁𝑛
𝐷−−−→

𝑛→∞
𝜂, ê ÷åìó ìû è ñòðåìèëèñü.

Замечание 1.21. Существует также усиленный закон больших чисел, гарантирую-
щий сходимость почти наверное при условии совокупной независимости всех членов
последовательности и конечности матожидания.

Íà ïðàêòèêå ÇÁ× è ÖÏÒ îçíà÷àþò, ÷òî ïðè áîëüøèõ 𝑛 âåëè÷èíà 𝑆𝑛 äåòåðìèíèñòè-
÷åñêè ðàñò¼ò ëèíåéíî ïî 𝑛. Ñëó÷àéíûå îòêëîíåíèÿ îò äåòåðìèíèñòè÷åñêîãî ëèíåéíîãî
ðîñòà, êîòîðûå ìîãóò áûòü îáíàðóæåíû ñ êîíå÷íîé âåðîÿòíîñòüþ, èìåþò ïîðÿäîê âå-
ëè÷èíû 𝑂(

√
𝑛) è îïèñûâàþòñÿ íîðìàëüíûì ðàñïðåäåëåíèåì, íåçàâèñèìî îò äåòàëåé

èñõîäíûõ ñëó÷àéíûõ âåëè÷èí:

𝑆𝑛 ∼ 𝜇𝑛+ 𝜎
√
𝑛 · 𝒩 (0, 1). (1.36)

1.3 Мартингалы и концентрация меры

ÇÁ× ýòî ïðèìåð êîíöåíòðàöèè ìåðû, âîêðóã íåñëó÷àéíîé âåëè÷èíû. Ýòîò ðåçóëüòàò,
áóäó÷è â áîëüøîé ñòåïåíè óíèâåðñàëüíûì, òåì íå ìåíåå, îãðàíè÷åí ñóììàìè ïîñëåäîâà-
òåëüíîñòåé íåçàâèñèìûõ ñëó÷àéíûõ âåëè÷èí. Åùå îäíèì êëàññîì ïðîöåññîâ, â êîòîðûõ
íàáëþäàåòñÿ ïîäîáíîå ÿâëåíèå, íå îñíîâàííûõ íà íåçàâèñèìîñòè ñëó÷àéíûõ âåëè÷èí,
ÿâëÿþòñÿ ìàðòèíãàëû.

Определение 1.22. Мартингалом (в дискретном времени) относительно последова-
тельности сигма алгебр ℱ1 ⊂ ℱ2 ⊂ ℱ3 . . . называют последовательность случайных
величин (𝜒𝑛)𝑛∈N такую, что для всех 𝑛 ∈ N величина 𝜒𝑛 измерима относительно ℱ𝑛,
E|𝜒𝑛| < ∞ и

E(𝜒𝑛|ℱ𝑛−1) = 𝜒𝑛−1 (1.37)
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Âèäíî, ÷òî ìàðòèíãàë ýòî ïðîöåññ, êîòîðûé â ñðåäíåì íèêóäà íå ñìåùàåòñÿ. Ïî-
ýòîìó íå óäèâèòåëüíî, ÷òî ïðèÿòíîé îñîáåííîñòüþ ìàðòèíãàëîâ ÿâëÿþòñÿ ðàçëè÷íûå
óòâåðæäåíèÿ î èõ ñõîäèìîñòè. Îäèí èç èíñòðóìåíòîâ, êîòîðûé ïîçâîëÿåò èõ äåëàòü �
ìàðòèíãàëüíûå íåðàâåíñòâà. Äîêàæåì îäíî òàêîå íåðàâåíñòâî, êîòðîå áóäåò íàì ïîëåç-
íî äëÿ äîêàçàòåëüñòâà ñâîéñòâà êîíöåíòðàöèè ìåðû.

Лемма 1.23 (Íåðàâåíñòâî Àçóìû). Пусть (𝜒𝑛,ℱ𝑛)𝑛∈Z≥0
- мартингал с ограниченными

приращениями, т.е. для некоторых 𝑎𝑛 > 0, 𝑛 = 1, 2, . . .

|𝜒𝑛+1 − 𝜒𝑛| ≤ 𝑎𝑛+1, ∀𝑛 ∈ Z≥0. (1.38)

тогда справедлива следующая оценка

P(|𝜒0 − 𝜒𝑛| > 𝑡) ≤ 2𝑒
−

𝑡2

2
∑︀𝑛

𝑘=1 𝑎
2
𝑘 (1.39)

Доказательство. Çàïèøåì ýêñïîíåíöèàëüíîå íåðàâåíñòâî Ìàðêîâà äëÿ âåëè÷èíû (𝜒0−
𝜒𝑛)

P(𝜒𝑛 − 𝜒0 > 𝑡) = P(𝑒𝜆(𝜒𝑛−𝜒0) > 𝑒𝜆𝑡) ≤ E𝑒𝜆(𝜒𝑛−𝜒0)

𝑒𝜆𝑡
, (1.40)

ãäå ïðåäïîàëàãàåòñÿ, ÷òî 𝜆 > 0. Îöåíèì çíàìåíàòåëü â ïðàâîé ÷àñòè. Äëÿ ýòîãî ââåäåì
ëèíåéíóþ ôóíêöèþ

ℎ𝑎(𝑥) = ch 𝑎𝜆+
𝑥

𝑎
sh 𝑎𝜆, 𝑎 > 0 (1.41)

è çàìåòèì, ÷òî â ñèëó âûïóêëîñòè ýêñïîíåíòû íåðàâåíñòâî

𝑒𝜆𝑥 ≤ ℎ𝑎(𝑥) (1.42)

âûïîëíÿåòñÿ ïðè −𝑎 ≤ 𝑥 ≤ 𝑎. Òîãäà

E𝑒𝜆(𝜒𝑛−𝜒0) = E
(︀
E(𝑒𝜆(𝜒𝑛−𝜒𝑛−1)|ℱ𝑛−1)𝑒

𝜆(𝜒𝑛−1−𝜒0)
)︀

(1.43)

≤ E
(︀
E(ℎ𝑎𝑛(𝜒𝑛 − 𝜒𝑛−1)|ℱ𝑛−1)𝑒

𝜆(𝜒𝑛−1−𝜒0)
)︀
= ℎ𝑎𝑛(0)E𝑒𝜆(𝜒𝑛−1−𝜒0) (1.44)

= ch(𝜆𝑎𝑛)E𝑒𝜆(𝜒𝑛−1−𝜒0) ≤ 𝑒
𝜆2𝑎2𝑛

2 E𝑒𝜆(𝜒𝑛−1−𝜒0) ≤ 𝑒
𝜆2

∑︀𝑛
𝑘=1 𝑎2𝑘
2 (1.45)

ãäå â ïåðâîì ïåðåõîäå ìû âîñïîëüçîâàëèñü èçìåðèìîñòüþ ðàçíîñòè (𝜒𝑛−1 − 𝜒0) îòíîñè-
òåëüíî ℱ𝑛, âî âòîðîì íåðàâåíñòâîì (1.42), â òðåòüåì òåì, ÷òî 𝜒𝑛 � ìàðòèíãàë, è íàêîíåö
òåì, ÷òî ãèïåðáîëè÷åñêèé êîñèíóñ ìàæîðèðóåòñÿ ýêñïîíåíòîé îò êâàäðàòè÷íîé ôóíê-
öèè. Òîãäà èç (1.40) èìååì

P(𝜒𝑛 − 𝜒0 > 𝑡) ≤ 𝑒
𝜆2

2

∑︀𝑛
𝑘=1 𝑎

2
𝑘−𝜆𝑡 ≤ 𝑒

− 𝑡2

2
∑︀𝑛

𝑘=1
𝑎2
𝑘 , (1.46)

ãäå âî âòîðîì íåðàâåíñòâå ìû ìèíèìèçèðîâàëè ýêñïîíåíòó ïî 𝜆. Äëÿ P(𝜒𝑛 − 𝜒0 < −𝑡)
âåðíà òàêàÿ æå îöåíêà, è íàêîíåö

P(|𝜒𝑛 − 𝜒0| > 𝑡) ≤ P(𝜒𝑛 − 𝜒0 < −𝑡) + P(𝜒𝑛 − 𝜒0 > 𝑡) ≤ 2𝑒
− 𝑡2

2
∑︀𝑛

𝑘=1
𝑎2
𝑘 . (1.47)

Âàæíûé ïðèìåð ìàðòèíãàëà � ìàðòèíãàë Äóáà.
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Определение 1.24. [мартингал Дуба] Пусть ℱ1 ⊂ ℱ2 ⊂ ℱ3 . . . - последовательность
сигма-алгебр, а 𝜒 — произвольная случайная величина, такая что E|𝜒| < ∞. Тогда
последовательность случайных величин

𝜒𝑛 := E(𝜒|ℱ𝑛), 𝑛 ∈ N (1.48)

образует мартингал по отношению (ℱ𝑛)𝑛∈N

Äåéñòâèòåëüíî, èìååò ìåñòî öåïî÷êà ðàâåíñòâ

E(𝜒𝑛|ℱ𝑛−1) = E
(︀
E(𝜒|ℱ𝑛)|ℱ𝑛−1

)︀
= E

(︀
𝜒|ℱ𝑛−1

)︀
= 𝜒𝑛−1

ãäå âî âòîðîì ðàâåíñòâå èñïîëüçîâàíî òåëåñêîïè÷åñêîå ñâîéñòâî óñëîâíîãî ìàòîæèäà-
íèÿ ïî îòíîøåíèþ ê âëîæåííûì ñèãìà-àëãåáðàì è êðîìå òîãî êîíå÷íîñòü ìàòîæèäàíèÿ
ìîäóëÿ 𝜒𝑛 ñëåäóåò èç àíàëîãè÷íîãî ñâîéñòâà âåëè÷èíû 𝜒,

E|𝜒𝑛| = E|E(𝜒|ℱ𝑛)| ≤ EE(|𝜒||ℱ𝑛) = E|𝜒| < ∞.

Ïðèìåíåíèå íåðàâåíñòâà Àçóìû ê ìàðòèíãàëó Äóáà ïîçâîëÿåò äîêàçûâàòü ñâîéñòâî
êîíöåíòðàöèè ìåðû.

Ïóñòü 𝜒 = (𝜒𝑛)1≤𝑛≤𝑚 � íàáîð íåçàâèñèìûõ ñëó÷àéíûõ âåëè÷èí, à 𝑓(𝑥1, . . . , 𝑥𝑚) �
𝑐-ëèïøèöåâà âåùåñòâåííîçíà÷íàÿ ôóíêöèÿ 𝑚 ïåðåìåííûõ, ÷òî îçíà÷àåò, ÷òî èçìåíåíèå
ôóíêöèè ïðè âàðüèðîâàíèè îäíîé ïåðåìåííîé êîíå÷íî, ò.å.

|𝑓(𝑥1, . . . 𝑥𝑘−1, 𝑥𝑘, 𝑥𝑘+1, . . . , 𝑥𝑚)− 𝑓(𝑥1, . . . 𝑥𝑘−1, 𝑥
′
𝑘, 𝑥𝑘+1, . . . , 𝑥𝑚)| ≤ 𝑎𝑘. (1.49)

äëÿ íåêîòîðîãî íàáîðà 𝑎𝑘 > 0, 𝑘 = 1, . . . ,𝑚. Èç ýòîãî ñëåäóåò, ÷òî E𝑓(𝜒1, . . . , 𝜒𝑚) < ∞.
Ïîêàæåì òàêæå, ÷òî âûïîëíåíî íåðàâåíñòâî⃒⃒

E(𝑓(𝜒1, . . . , 𝜒𝑚)|𝜒𝑘, . . . , 𝜒𝑚)− E(𝑓(𝜒1, . . . , 𝜒𝑚)|𝜒𝑘+1, . . . , 𝜒𝑚)
⃒⃒
≤ 𝑎𝑘. (1.50)

Äëÿ ýòîãî ââåäåì îáîçíà÷åíèå 𝜒(𝑖,𝑗) = {𝜒𝑖, . . . , 𝜒𝑗}, ãäå 1 ≤ 𝑖 < 𝑗 ≤ 𝑚 äëÿ ïîäìíîæåñòâ
𝜒 ñîñòîÿùèõ èç ýëåìåíòîâ ñ íîìåðàìè îò 𝑖 äî 𝑗. Òîãäà⃒⃒

E(𝑓(𝜒)|𝜒(𝑘,𝑚))− E(𝑓(𝜒)|𝜒(𝑘+1,𝑚))
⃒⃒
=
⃒⃒
E[E[𝑓(𝜒)|𝜒∖𝜒𝑘]− 𝑓(𝜒)|𝜒(𝑘+1,𝑚)]

⃒⃒
. (1.51)

Çàìåòèì, ÷òî â âèäó íåçàâèñèìîñòè 𝜒1, . . . , 𝜒𝑘 èìååò ìåñòî ðàâåíñòâî

E[𝑓(𝜒)|𝜒∖𝜒𝑘] =

∫︁
R
𝑓(𝜒(1,𝑘−1), 𝑥, 𝜒(𝑘+1,𝑚))𝑑𝐹𝜒𝑘

(𝑥), (1.52)

ãäå 𝐹𝜒𝑘
(𝑥𝑘) � ôóíêöèÿ ðàñïðåäåëåíèÿ 𝜒𝑘. Èñïîëüçóÿ íåðàâåíñòâî Ã¼ëüäåðà, ìû ïðèõî-

äèì ê îöåíêå

|E[𝑓(𝜒)|𝜒∖𝜒𝑘]− 𝑓(𝜒)| =
⃒⃒⃒⃒∫︁

R

(︀
𝑓(𝜒(1,𝑘−1), 𝑥, 𝜒(𝑘+1,𝑚))− 𝑓(𝜒)

)︀
𝑑𝐹𝜒𝑘

(𝑥)

⃒⃒⃒⃒
≤ 𝑎𝑘, (1.53)

êîòîðàÿ âêóïå ñ (1.51) äà¼ò (1.50). Îòñþäà, ïðèìåíÿÿ íåðàâåíñòâî Àçóìû, ïîëó÷èì
íåðàâåíñòâî Ìàê-Äèàðìèäà

P
(︀
|𝑓(𝜒1, . . . , 𝜒𝑚)− E𝑓(𝜒1, . . . , 𝜒𝑚)| > 𝑡

)︀
≤ 2𝑒

− 𝑡2

2
∑︀𝑚

𝑘=1
𝑎2
𝑘 . (1.54)

Ïðèâåäåì ïðèìåð åãî ïðèìåíåíèÿ.

Пример 1.25. Пусть 𝑓𝑚(𝑥1, . . . , 𝑥𝑚), 𝑚 ∈ N, — последовательность измеримых c-
липшицевых функций, для каждой из которых неравенство (1.50) выполнено с 𝑎1 =
· · · = 𝑎𝑚 = 𝑎(𝑚) = 𝑂(1/

√︀
𝑚(ln𝑚)(1+𝜖)) c 𝜖 > 0 при 𝑚 → ∞.. Тогда из неравенства

Mак-Диармида и леммы Бореля-Контелли следует следующее свойство концентрации
меры

𝑓𝑚(𝜒1, . . . , 𝜒𝑚)− E𝑓𝑚(𝜒1, . . . , 𝜒𝑚)
п.н.−−−→

𝑚→∞
0. (1.55)
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1.4 Слабая cходимость случайных мер

Äî ñèõ ïîð ìû îáñóæäàëè ñõîäèìîñòü ïîñëåäîâàòåëüíîñòåé ñëó÷àéíûõ âåëè÷èí, ïðè-
íèìàþùèõ çíà÷åíèÿ â R. Ïðè ýòîì âûÿñíèëîñü, ÷òî ñëó÷àéíûå âåëè÷èíû, ïîñòðîåííûå
êàê ôóíêöèè áîëüøîãî ÷èñëà äðóãèõ ñëó÷àéíûõ âåëè÷èí, çà÷àñòóþ äåìîíñòðèðóþò óíè-
âåðñàëüíîå òèïè÷íîå ïîâåäåíèå, êîòîðîå ïðîÿâëÿåòñÿ â èõ ñõîäèìîñòÿõ ê íåñëó÷àéíûì
èëè óíèâåðñàëüíûì ñëó÷àéíûì ïðåäåëàì, îïðåäåëÿåìûì óòâåðæäåíèÿìè òèïà ÇÁ× è
ÖÏÒ. Â áîëåå îáùåì ñëó÷àå ïðè ðàññìîòðåíèè ìíîãîêîìïîíåíòíûõ ñëó÷àéíûõ ñèñòåì,
òàêèõ êàê ñëó÷àéíûå ìàòðèöû, óìåñòíî ñòàâèòü âîïðîñû î áîëåå äåòàëüíîì îïèñàíèè
èõ òèïè÷íîãî ïîâåäåíèÿ â ïðåäåëå êîãäà ÷èñëî êîìïîíåíò íåîãðàíè÷åííî ðàñòåò. Äëÿ
ýòîãî õîðîøî ïðèñïîñîáëåí ÿçûê ñëó÷àéíûõ ìåð è ñõîäèìîñòè èõ ïîñëåäîâàòåëüíîñòåé.

Ïóñòü X � ïîëüñêîå ïðîñòðàíñòâî, ℬ(X) � áîðåëåâñêàÿ ñèãìà-àëãåáðà åãî ïîäìíî-
æåñòâ, à 𝒫(X) � ïðîñòðàíñòâî âåðîÿòíîñòíûõ áîðåëåâñêèõ ìåð íà (X,ℬ(X)). Â ñåêöèè 1
áûëî äàíî ïîíÿòèå ñëàáîé ñõîäèìîñòè ìåð, êîòîðîå ìîæíî îïðåäåëÿòü ÷åðåç ñõîäèìîñòü
èíòåãðàëîâ îò îãðàíè÷åííûõ íåïðåðûâíûõ ôóíêöèé. Îòìåòèì, ÷òî ñëàáàÿ ñõîäèìîñòü
ìîæåò áûòü ìåòðèçóåìà, íàïðèìåð, ïðè ïîìîùüþ ìåòðèêè Ëåâè-Ïðîõîðîâà, â ñëó÷àå
X = R èìåþùóþ âèä

ℓ(𝜇, 𝜈) = inf
{︀
𝜀 > 0: 𝐹𝜇(𝑥− 𝜀)− 𝜀 ⩽ 𝐹𝜈(𝑥) ⩽ 𝐹𝜇(𝑥+ 𝜀) + 𝜀, ∀𝑥 ∈ R

}︀
, (1.56)

ñ êîòîðîé ñëàáàÿ ñõîäèìîñòü ïðåâðàùàåòñÿ â ïðèâû÷íóþ ñõîäèìîñòü â ìåòðè÷åñêîì
ïðîñòðàíñòâå. Ñ òàêîé ìåòðèêîé ïðîñòðàíñòâî 𝒫(X)) ñàìî ÿâëÿåòñÿ ïîëüñêèì ïðîñòðàí-
ñòâîì.

Ïðèâåäåì òàêæå îïðåäåëåíèå ìåòðèêè Ëåâè-Ïðîõîðîâà äëÿ ñëó÷àÿ îáùèõ ìåòðè-
÷åñêèõ ïðîñòðàíñòâ (X,ℬ(X)). Ïóñòü 𝐴 ∈ ℬ(X) � áîðåëåâñêîå ìíîæåñòâî. Äëÿ 𝜖 > 0
îïðåäåëèì ìíîæåñòâî

𝐴𝜖 =
⋃︁
𝑝∈𝐴

𝐵𝜖(𝑝), (1.57)

êàê îáúåäèíåíèå øàðîâ ãäå 𝐵𝜖(𝑝) ðàäèóñà 𝜖 c öåíòðàìè â êàæäîé òî÷êå ìíîæåñòâà 𝐴.
Òîãäà äëÿ ìåð 𝜇, 𝜈 ∈ 𝒫(X)

ℓ(𝜇, 𝜈) = inf
{︀
𝜀 > 0: 𝜇(𝐴) ≤ 𝜈(𝐴𝜀) + 𝜀 & 𝜈(𝐴) ≤ 𝜇(𝐴𝜀) + 𝜀, ∀𝐴 ∈ ℬ(X)

}︀
, (1.58)

Ñëàáàÿ ñõîäèìîñòü2 ïîçâîëÿåò çàäàòü òîïîëîãèþ â 𝒫(R), à ñëåäîâàòåëüíî è áîðå-
ëåâñêóþ ñèãìà-àëãåáðó ℱ𝒫 . Åñëè (Ω,ℱ ,P) � íåêîòîðîå âåðîÿòíîñòíîå ïðîñòðàíñòâî, òî
ñëó÷àéíàÿ âåðîÿòíîñòíàÿ ìåðà � ýòî ñëó÷àéíûé ýëåìåíò íà ýòîì ïðîñòðàíñòâå, êîòî-
ðûé ïðèíèìàåò çíà÷åíèÿ â 𝒫(R). Èíûìè ñëîâàìè, ñëó÷àéíàÿ âåðîÿòíîñòíàÿ ìåðà � ýòî
èçìåðèìîå îòîáðàæåíèå (Ω,ℱ) → (𝒫(R),ℱ𝒫), îïðåäåë¼ííîå ïðàâèëîì 𝜔 ↦→ 𝜇(𝜔). Ê òà-
êèì ìåðàì ïðèìåíèìû îáû÷íûå ïîíÿòèÿ ñõîäèìîñòè, ïðèíÿòûå â òåîðèè âåðîÿòíîñòè,
ñ êîòîðûìè ìû èìåëè äåëî â ðàçäåëå 1.

Определение 1.26. Пусть 𝜇, 𝜇1, 𝜇2 . . . — случайные вероятностные меры, опреде-
ленные на одном вероятностном пространстве. Будем говорить, что последователь-
ность (𝑚𝑛) ñëàáî ñõîäèòñÿ к 𝜇 ïî÷òè íàâåðíîå (ïî âåðîÿòíîñòè, â ñðåäíåì), и писать

𝜇𝑛
п.н.(P,E)
=====⇒
𝑛→∞

𝜇, (1.59)

2С точки зрения функционального анализа слабая сходимость мер — это *-слабая сходимость ли-

нейного функционала в двойственном пространстве.
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тогда и только тогда, когда∫︁
R
𝑔(𝑥) 𝑑𝜇𝑛

п.н.(P,E)−−−−−→
𝑛→∞

∫︁
R
𝑔(𝑥) 𝑑𝜇, ∀𝑔(𝑥) ∈ 𝐶𝑏(R).

Пример 1.27. Пусть 𝜆1, . . . , 𝜆𝑛 — выборка из некоторого распределения 𝐹𝜆(𝑥) (то
есть случайные величины 𝜆1, . . . , 𝜆𝑛 — независимы и одинаково распределены как неко-
торая случайная величина 𝜆 распределенная с мерой 𝑚𝜆). Рассмотрим ýìïèðè÷åñêóþ
âûáîðî÷íóþ ìåðó

𝐿𝑛 =
1

𝑛

𝑛∑︁
𝑘=1

𝛿𝜆𝑘
. (1.60)

Тогда
𝐿𝑛

п.н.

===⇒
𝑛→∞

𝑚𝜆 (1.61)

Действительно, поскольку I𝜆<𝑥 распределена как бернуллиевская случайная величина,
то Усиленный Закон Больших Чисел даёт нам

𝐹𝑛(𝑥) =
1

𝑛

𝑛∑︁
𝑘=1

I{𝜆𝑘<𝑥}
п.н.−−−→
𝑛→∞

𝐹𝜆(𝑥). (1.62)

Из поточечной почти наверное сходимости последовательности функций распреде-
ления следует слабая сходимость мер почти наверное. Предел (1.61) можно интер-
претировать как пример Закона Больших Чисел для эмпирической спектральной ме-
ры диагональной матрицы, элементы которой являются одинаково распределенными
случайными величинами.



Глава 2

Метод моментов и закон Вигнера

Îáñóæäàÿ ÇÁ× è ÖÏÒ, ìû èìåëè äåëî ñ íåçàâèñèìûìè ñëó÷àéíûìè âåëè÷èíàìè. Â
äàëüíåéøåì ìû áóäåì ïûòàòüñÿ âûñêàçûâàòü ïîäîáíîãî ðîäà óòâåðæäåíèÿ, ñêîðåå, äëÿ
íàáîðîâ çàâèñèìûõ âåëè÷èí. Îêàçûâàåòñÿ, ñóùåñòâóþò øèðîêèå êëàññû ñèñòåì, äåìîí-
ñòðèðóþùèõ íà áîëüøèõ ìàñøòàáàõ õàðàêòåðíîå ïîâåäåíèå, êîòîðîå íå çàâèñèò îò ìèê-
ðîñêîïè÷åñêèõ ïîäðîáíîñòåé, è ïåðâûì òàêèì êëàññîì, êîòîðûé ìû ðàññìîòðèì, ñòàíóò
ñëó÷àéíûå ìàòðèöû.

Âïåðâûå ñëó÷àéíûå ìàòðèöû âîçíèêëè â ôèçèêå ïðè èçó÷åíèè ñïåêòðîâ ÿäåð áîëü-
øèõ àòîìîâ. Íåñìîòðÿ íà òî, ÷òî çàäà÷à äèàãîíàëèçàöèè ãàìèëüòîíèàíîâ áîëüøèõ âçà-
èìîäåéñòâóþùèõ ñèñòåì ÷ðåçâû÷àéíî ñëîæíà è íå ðåøàåòñÿ òî÷íî, îêàçàëîñü, ÷òî ñòà-
òèñòè÷åñêè óðîâíè ýíåðãèè âåäóò ñåáÿ êàê ñîáñòâåííûå çíà÷åíèÿ íåêîòîðîãî êëàññà
ñëó÷àéíûõ ìàòðèö. Ïîçæå âûÿñíèëîñü, ÷òî ïîäîáíûå óòâåðæäåíèÿ ñïðàâåäëèâû è äëÿ
äðóãèõ ñëîæíûõ ñèñòåì, íàïðèìåð, òàêèõ, êàê êâàíòîâûå áèëëèàðäû, êâàíòîâûå òî÷êè
è äð. Ñ äðóãîé ñòîðîíû, ñëó÷àéíûå ìàòðèöû ïðåäñòàâëÿþò èíòåðåñ è äëÿ ìàòåìàòèêîâ,
íàïðèìåð, ïîòîìó ÷òî ïîâåäåíèå, ïîäîáíîå ñîáñòâåííûì çíà÷åíèÿì ñëó÷àéíûõ ìàòðèö,
îáíàðóæèâàåòñÿ â ñòðóêòóðå êîìïëåêñíûõ íóëåé 𝜁-ôóíêöèè Ðèìàíà, êîòîðàÿ, â ñâîþ
î÷åðåäü, òåñíî ñâÿçàíà ñ ðàñïðåäåëåíèåì ïðîñòûõ ÷èñåë.

Ìû íà÷í¼ì ñ êðóãà âîïðîñîâ, êàñàþùèõñÿ èçó÷åíèÿ ñïåêòðà ñëó÷àéíûõ ìàòðèö. Êàê
óæå áûëî óïîìÿíóòî, èçó÷åíèå ñëó÷àéíûõ ìàòðèö áûëî ìîòèâèðîâàíî âîïðîñîì î òè-
ïè÷íîì âèäå ÿäåðíûõ ñïåêòðîâ, êîòîðûå îïðåäåëÿþòñÿ íàáîðàìè ñîáñòâåííûõ ÷èñåë
ìíîãîìåðíûõ ñàìîñîïðÿæåííûõ îïåðàòîðîâ. Îñíîâíàÿ èäåÿ ñîñòîèò â òîì, ÷òî â äîñòà-
òî÷íî îáùåé ñèòóàöèè òèïè÷íûé âèä ýòîãî ñïåêòðà íå çàâèñèò îò äåòàëåé îòäåëüíûõ
ìàòðè÷íûõ ýëåìåíòîâ, à îïðåäåëÿåòñÿ ëèøü ñèììåòðèÿìè îïåðàòîðà. Ïîýòîìó ìû áóäåì
ñ÷èòàòü ìàòðè÷íûå ýëåìåòû ñëó÷àéíûìè âåëè÷èíàìè, à öåëü áóäåò çàêëþ÷àòüñÿ â òîì,
÷òîáû ïîïûòàòüñÿ îòâåòèòü íà âîïðîñ, êàê âûãëÿäèò òèïè÷íîé ñïåêòð î÷åíü áîëüøîé
ýðìèòîâîé ìàòðèöû ñî ñëó÷àéíûìè ìàòðè÷íûìè ýëåìåíòàìè. Ýòîò âîïðîñ áûë âïåðâûå
ïîñòàâëåí è ðåøåí ìàòåìàòèêîì è ôèçèêîìÞäæíîì Âèãíåðîì â 1958 ãîäó ñíà÷àëà äëÿ
ìàòðèö ñî ñëó÷àéíûìè ýëåìåíòàìè, çàäàâàåìûìè ðàñïðåäåëåíèåì Áåðíóëëè, à ïîòîì
è äëÿ ïðîèçâîëüíûõ ðàñïðåäåëåíèé.

Äëÿ ïðîñòîòû ìû îãðàíè÷èìñÿ ñëó÷àåì âåùåñòâåííûõ ñèììåòðè÷íûõ ìàòðèö, õîòÿ
òå æå óòâåðæäåíèÿ îòíîñÿòñÿ è ê êîìïëåêñíîçíà÷íûì ýðìèòîâûì ìàòðèöàì, à òàêæå
ê âåùåñòâåííî-êâàòåðíèîííûì ýðìèòîâûì ìàòðèöàì.

Определение 2.1. Матрицей Вигнера будем называть вещественную симметричную
матрицу 𝑊 = (𝑤𝑖𝑗) ∈ R𝑛×𝑛, элементы 𝑤𝑖𝑗 = 𝑤𝑗𝑖 которой на главной диагонали и выше
являются независимыми случайными величинами, одинаково распредёленными выше
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главной диагонали, а также одинаково (но, возможно, по-другому), распределёнными
на главной диагонали:

𝑤𝑖𝑗 = 𝑤𝑗𝑖 ∼ 𝜉, 1 ⩽ 𝑖 < 𝑗 ⩽ 𝑛; E(𝜉) = 0, D(𝜉) = 𝜎2 < ∞; (2.1)

𝑤𝑖𝑖 ∼ 𝜂, 1 ⩽ 𝑖 ⩽ 𝑛; E(𝜂) = 0, D(𝜂) < ∞. (2.2)

Для упрощения технических деталей на протяжении всего этого раздела мы будем
также предполагать, что все моменты распределений случайных величин 𝜉 и 𝜂 ко-
нечны.

Âîïðîñ, íà êîòîðûé ìû õîòèì îòâåòèòü â ýòîì ðàçäåëå, çâó÷èò ñëåäóþùèì îáðàçîì:
¾Êàê âûãëÿäèò òèïè÷íûé ñïåêòð áîëüøîé Âèãíåðîâñêîé ìàòðèöû?¿ Îòâåò îêàçûâàåòñÿ
óäîáíî ñôîðìóëèðîâàòü â âèäå Çàêîíà Áîëüøèõ ×èñåë äëÿ ýìïèðè÷åñêîé ñïåêòðàëüíîé
ìåðû âèãíåðîâñêîé ìàòðèöû, îòíîðìèðîâàííîé òàê, ÷òîáû ñïåêòð íàõîäèëñÿ â îãðàíè-
÷åííîé îáëàñòè.

Определение 2.2. Пусть 𝑀 = 𝑀 † ∈ C𝑛×𝑛 — эрмитова матрица1, обладающая соб-
ственными значениями {𝜆1, . . . , 𝜆𝑛}. Всякой такой матрице можно сопоставить ýì-
ïèðè÷åñêóþ ñïåêòðàëüíóþ ìåðó (ЭСМ)

𝐿𝑀 =
1

𝑛

𝑛∑︁
𝑘=1

𝛿𝜆𝑘
(2.3)

Ïîñêîëüêó ìàòðèöû Âèãíåðà � ñëó÷àéíûå, èõ ÝÑÌ � òàêæå ñëó÷àéíàÿ ìåðà. Îäíà-
êî åñëè âûáðàòü ïðàâèëüíûé ìàñøòàá, òî ìû óâèäèì, ÷òî ÷åì áîëüøå ðàçìåð ìàòðèöû,
òåì ìåíåå âèä ñïåêòðà, à ñëåäîâàòåëüíî è ÝÑÌ, çàâèñèò îò èñõîäíîãî ðàñïðåäåëåíèÿ å¼
ìàòðè÷íûõ ýëåìåíòîâ, è òåì áëèæå îíè ñòàíîâÿòñÿ ê åäèíîìó óíèâåðñàëüíîìó çàêîíó.
Â ïðåäåëå äëÿ ÝÑÌ âèãíåðîâñêèõ ìàòðèö, ïåðåìàñøòàáèðîâàííûõ òàê, ÷òîáû ïðè óâå-
ëè÷åíèè ðàçìåðà ñïåêòð îñòàâàëñÿ â îãðàíè÷åííîé îáëàñòè, ñïðàâåäëèâ àíàëîã ÇÁ×, à
èìåííî, ÝÑÌ ñòðåìèòñÿ ê ïîëóêðóãîâîìó çàêîíó Âèãíåðà.

Теорема 2.3. [Теорема Вигнера]
Пусть (𝑤𝑖𝑗)1⩽𝑖<𝑗 и (𝑤𝑖𝑖)𝑖⩾1 — последовательности независимых одинаково распределен-
ных случайных величин, определенных на одном вероятностном пространстве, причём

E𝑤12 = E𝑤11 = 0, (2.4)

D𝑤12 = 𝜎2, D𝑤11 < ∞, (2.5)

E𝑤𝑘
12 < ∞, E𝑤𝑘

𝑖𝑖 < ∞, 𝑘 ⩾ 2, (2.6)

a 𝑊𝑛 ∈ R𝑛×𝑛 — матрица Вигнера с матричными элементами 𝑤𝑖𝑗 = 𝑤𝑗𝑖, 1 ⩽ 𝑖, 𝑗 ⩽ 𝑛.
Введём перемасштабированную матрицу

𝑀𝑛 =
1

𝜎
√
𝑛
·𝑊𝑛. (2.7)

Тогда последовательность ЭСМ матриц 𝑀𝑛 слабо сходится к полукруговому закону
Вигнера почти наверное, то есть

𝐿𝑀𝑛

п.н.

===⇒
𝑛→∞

𝜇𝑠𝑐, (2.8)

1Знак † означает транспонирование и комплексное сопряжение.
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где мера 𝜇𝑠𝑐 задаётся плотностью

𝑓𝑠𝑐(𝑥) =
1

2𝜋

√
4− 𝑥2 · I{|𝑥|⩽2}.

Доказательство. Äëÿ äîêàçàòåëüñòâà òåîðåìû Âèãíåðà ìû áóäåì èñïîëüçîâàòü метод
моментов. Ñóòü åãî çàêëþ÷àåòñÿ â òîì, ÷òîáû ñíà÷àëà äîêàçàòü ñõîäèìîñòü ïîñëåäî-
âàòåëüíîñòè ìîìåíòîâ ÝÑÌ ê ìîìåíòàì ïîëóêðóãîâîãî çàêîíà, ïîäîáíî òîìó, êàê ìû
ýòî äåëàëè ïðè äîêàçàòåëüñòâå ÇÁ× â ðàçäåëå 1. Åñëè èìååò ìåñòî ñõîäèìîñòü ìîìåí-
òîâ ïî÷òè íàâåðíîå, òî â ñèëó îãðàíè÷åííîñòè íîñèòåëÿ ïîëóêðóãîâîãî ðàñïðåäåëåíèÿ
è ëåììû 1.18 ìû áóäåì èìåòü è ñëàáóþ ñõîäèìîñòü ÝÑÌ ñ âåðîÿòíîñòüþ åäèíèöà.

Äëÿ ïðîèçâîëüíîé ìåðû 𝜇 íà R ââåä¼ì ñëåäóþùåå îáîçíà÷åíèå

⟨𝜇, 𝑓⟩ :=
∫︁
R
𝑓(𝑥)𝜇(𝑑𝑥). (2.9)

Â ÷àñòíîñòè = 𝑚𝑘(𝜇) = ⟨𝜇, 𝑥𝑘⟩ � ýòî 𝑘-ûé ìîìåíò ñëó÷àéíîé âåëè÷èíû, çàäàííîé ìåðîé
𝜇. Îïðåäåëèì óñðåäíåííóþ ìåðó 𝐿̄𝑀𝑛 , êîòîðàÿ õàðàêòåðèçóåòñÿ òåì ñâîéñòâîì, ÷òî äëÿ
ëþáîé èçìåðèìîé ôóíêöèè 𝑓(𝑥) âûïîëíåíî ñîîòíîøåíèå

⟨𝐿̄𝑀𝑛 , 𝑓(𝑥)⟩ = E𝑊 ⟨𝐿𝑀𝑛 , 𝑓(𝑥)⟩, (2.10)

ãäå íèæíèé èíäåêñ 𝑊 ïîä÷åðêèâàåò, ÷òî ìàòîæèäàíèå áåðåòñÿ ïî îòíîøåíèþ ê ìåðå
íà ìàòðèöàõ Âèãíåðà.

Ñòðàòåãèÿ äîêàçàòåëüñòâà ñëåäóþùàÿ. Ñíà÷àëà äîêàçûâàåòñÿ ñõîäèìîñòü ìîìåíòîâ
â ñðåäíåì ê ìîìåíòàì ïîëóêðóãîâîãî ðàñïðåäåëåíèÿ. Ñëåäîì � ñõîäèìîñòü ìîìåíòîâ
ïî÷òè íàâåðíîå ê ñâîèì ñðåäíèì çíà÷åíèÿì. Òàêèì îáðàçîì, äîêàçàòåëüñòâî ñâîäèòñÿ
ê ñëåäóþùèì òðåì óòâåðæäåíèÿì

(a) ⟨𝜇𝑠𝑐, 𝑥
2𝑘⟩ = 𝐶𝑘, ãäå 𝐶𝑘 =

1
𝑘+1

(︀
2𝑘
𝑘

)︀
� ÷èñëà Êàòàëàíà,

(b) ⟨𝐿̄𝑀𝑛 , 𝑥
𝑘⟩ −−−→

𝑛→∞
⟨𝜇𝑠𝑐, 𝑥

𝑘⟩,

(c) ⟨𝐿𝑀𝑛 , 𝑥
𝑘⟩ п.н.−−−→

𝑛→∞
⟨𝐿̄𝑀𝑛 , 𝑥

𝑘⟩.

Îòìåòèì, ÷òî äîêàçàòåëüñòâî óòâåðæäåíèÿ (a) áûëî ñôîðìóëèðîâàíî â ðàçäåëå 1 â âèäå
óïðàæíåíèÿ 1.8.

Èòàê, ïîêàæåì, ÷òî ⟨𝐿̄𝑀𝑛 , 𝑥
𝑘⟩ −−−→

𝑛→∞
⟨𝜇𝑠𝑐, 𝑥

𝑘⟩. Ïðåæäå âñåãî, çàìåòèì, ÷òî ìîìåíòû
ÝÑÌ � ýòî ñëåäû ñòåïåíåé ìàòðèöû:

⟨𝐿𝑀𝑛 , 𝑥
𝑘⟩ = 1

𝑛

𝑛∑︁
𝑖=1

𝜆𝑘
𝑖 =

1

𝑛
· Tr𝑀𝑘

𝑛 =
1

𝑛(𝜎
√
𝑛)𝑘

· Tr𝑊 𝑘
𝑛 . (2.11)

Òî æå ñàìîå ñïðàâåäëèâî è äëÿ ìîìåíòîâ óñðåäíåííîé ìåðû

⟨𝐿̄𝑀𝑛 , 𝑥
𝑘⟩ = 1

𝑛1+𝑘/2𝜎𝑘
· E𝑊

(︀
Tr𝑊 𝑘

𝑛

)︀
, (2.12)

ñ òîé ëèøü ðàçíèöåé, ÷òî ñïðàâà ñòîèò ìàòîæèäàíèå ñëåäà, èëè, â ñèëó ëèíåéíîñòè
ñëåäà, ñëåä ìîòîæèäàíèÿ ñòåïåíåé ìàòðèöû 𝑊𝑛.
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Âûðàçèì ñëåäû ÷åðåç ìàòðè÷íûå ýëåìåíòû è ïîïðîáóåì âû÷èñëèòü ìàòîæèäàíèÿ îò
ïîëó÷åííûõ êîìáèíàöèé ìàòðè÷íûõ ýëåìåíòîâ. ×òîáû ïîíÿòü, êàê âåä¼ò ñåáÿ âåëè÷èíà
⟨𝐿̄𝑀𝑛 , 𝑥

𝑘⟩ â ïðåäåëå 𝑛 → ∞, ñíà÷àëà âû÷èñëèì ñëåäû Tr𝑊 𝑘
𝑛 ïðè ìàëûõ çíà÷åíèÿõ 𝑘.

Ïðè 𝑘 = 1, î÷åâèäíî, ïîëó÷àåì E𝑊

(︀
Tr𝑊𝑛

)︀
= E𝑊 (𝑤11) = 0 è

⟨𝐿̄𝑀𝑛 , 𝑥⟩ = 0. (2.13)

Ïðè 𝑘 = 2 ñïðàâåäëèâà ñëåäóþùàÿ öåïî÷êà ðàâåíñòâ:

E𝑊

(︀
Tr𝑊 2

𝑛

)︀
= E𝑊

(︃
𝑛∑︁

𝑖=1

𝑛∑︁
𝑘=1

𝑤𝑖𝑘𝑤𝑘𝑖

)︃
= (2.14)

=
∑︁
𝑖̸=𝑘

E𝑊 (𝑤2
𝑖𝑘) +

𝑛∑︁
𝑖=1

E𝑊 (𝑤2
𝑖𝑖) = 𝑛(𝑛− 1)𝜎2 + 𝑛D𝑊 (𝑤11).

Òàêèì îáðàçîì, ïðè 𝑛 → ∞ ìû ïîëó÷èì

⟨𝐿̄𝑀𝑛 , 𝑥
2⟩ = 1

𝑛
E𝑊

(︀
Tr𝑀2

𝑛

)︀
=

𝑛(𝑛− 1)𝜎2 + 𝑛D𝑊 (𝑌 )

𝑛2𝜎2
−−−→
𝑛→∞

1. (2.15)

Ïðè 𝑘 = 3 èç íåçàâèñèìîñòè ñëó÷àéíûõ âåëè÷èí 𝑤𝑖𝑘 äëÿ ðàçëè÷íûõ ïàð (𝑖, 𝑘) èìååì

⟨𝐿̄𝑀𝑛 , 𝑥
3⟩ = 1

𝑛5/2
·

𝑛∑︁
𝑖=1

E𝑊 (𝑤3
𝑖𝑖) =

𝑛

𝑛5/2
· E𝑊 (𝑤3

11) −−−→
𝑛→∞

0. (2.16)

×òî ïîëó÷èòñÿ â îáùåì ñëó÷àå? Êàê âèäíî èç ðàçîáðàííûõ ïðèìåðîâ, äëÿ âû÷èñëå-
íèÿ ïðåäåëîâ ìîìåíòîâ ïðîèçâîëüíîãî ïîðÿäêà íóæíî ïðîñóììèðîâàòü âêëàäû âåëè÷èí

𝒲(𝜋) = E
(︀
𝑤𝑖1𝑖2𝑤𝑖2𝑖3 . . . 𝑤𝑖𝑘𝑖1

)︀
(2.17)

ñ ñîîòâåòñòâóþùèìè âåñàìè, ãäå 𝜋 = (𝑖1, . . . , 𝑖𝑘) � íàáîð èç 𝑘 íàòóðàëüíûõ ÷èñåë, ïðè-
íèìàþùèõ ïðîèçâîëüíûå çíà÷åíèÿ èç ìíîæåñòâà {1, . . . , 𝑛}. Äëÿ ðåøåíèÿ ýòîé çàäà÷è
óäîáíî èñïîëüçîâàòü ÿçûê òåîðèè ãðàôîâ. Ïóñòü 𝐺 = (𝑉,𝐸) � ïîëíûé ãðàô íà 𝑛 âåðøè-
íàõ ñ ïåòëåé â êàæäîé âåðøèíå.2 Áóäåì ñ÷èòàòü, ÷òî âåðøèíû ïðîíóìåðîâàíû ÷èñëàìè
îò åäèíèöû äî 𝑛, òî åñòü 𝑉 = {1, . . . , 𝑛}. Òîãäà êàæäîìó âûðàæåíèþ âèäà (2.17) ìîæíî
ñîïîñòàâèòü çàìêíóòûé ïóòü

𝜋 =
(︀
𝑖1 → 𝑖2 → 𝑖3 → . . . → 𝑖𝑘 → 𝑖1

)︀
(2.18)

c âåñîì𝒲(𝜋) îïðåäåë¼ííûì ôîðìóëîé (2.17). Òàêèì îáðàçîì, âûðàæåíèå äëÿ ìîìåíòîâ
ñâîäèòñÿ ê ñóììå

⟨𝐿̄𝑀𝑛 , 𝑥
𝑘⟩ = 1

𝑛𝑘/2+1𝜎𝑘

∑︁
𝜋(𝑘)

𝒲(𝜋(𝑘)) (2.19)

ïî ïóòÿì 𝜋(𝑘) èç 𝑘 øàãîâ íà ãðàôå 𝐺.
Äàëåå, çàìåòèì, ÷òî ðàçëè÷íûå ïóòè, êîòîðûå ïåðåâîäÿòñÿ äðóã â äðóãà ïåðåíóìåðà-

öèåé âåðøèí, èìåþò îäèí è òîò æå âåñ. Áóäåì ãîâîðèòü, ÷òî ïóòè 𝜋 è 𝜋′ ïðèíàäëåæàò îä-
íîìó êëàññó ýêâèâàëåíòíîñòè, 𝜋 ∼ 𝜋′, åñëè 𝜋′ = 𝜏(𝜋), ãäå 𝜏 ∈ 𝑆𝑛. Çäåñü ìû èìååì â âèäó,

2Полным графом называется граф, у которого каждая вершина соединена ребрами со всеми осталь-

ными. В нашем случае мы также добавляем в каждую вершину петлю — ребро, соединяющее вершину

с самой собой.
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÷òî 𝜋 = (𝑖1 → 𝑖2 → 𝑖3 → . . . → 𝑖𝑘 → 𝑖1), 𝜋
′ = (𝜏(𝑖1) → 𝜏(𝑖2) → 𝜏(𝑖3) → . . . 𝜏(𝑖𝑘) → 𝜏(𝑖1)),

è, êàê ñëåäñòâèå, 𝒲(𝜋′) = 𝒲(𝜋). Òàêèì îáðàçîì, ñóììèðîâàíèå ïî ïóòÿì, ñâîäèòñÿ
ê ñóììèðîâàíèþ ïî ìíîæåñòâó êëàññîâ ýêâèâàëåíòíîñòè P = {𝜋}/ ∼:

⟨𝐿̄𝑀𝑛 , 𝑥
𝑘⟩ = 1

𝑛𝑘/2+1𝜎𝑘

∑︁
𝜋(𝑘)∈P

‖𝜋(𝑘)‖ · 𝒲(𝜋(𝑘)), (2.20)

ãäå ‖𝜋(𝑘)‖ � ÷èñëî ïóòåé â êëàññå ýêâèâàëåíòíîñòè. Ïðàâäà, ïîêà îñòà¼òñÿ âîïðîñ,
êàê ïåðåñ÷èòàòü ïóòè êàæäîì òàêîì êëàññå. Îêàçûâàåòñÿ, ýòî ëåãêî ñäåëàòü, åñëè ÿâ-
íî âûäåëèòü êëàññû ýêâèâàëåíòíîñòè ïóòåé, ïðîõîäÿùèõ ÷åðåç ôèêñèðîâàííîå ÷èñëî
âåðøèí.

Îáîçíà÷èì ÷åðåç 𝜋(𝑘,𝑚) ïóòü èç 𝑘 øàãîâ, ïðîõîäÿùèõ â òî÷íîñòè ÷åðåç 𝑚 âåðøèí,
‖𝜋(𝑘,𝑚)‖ � ÷èñëî ýëåìåíòîâ â åãî êëàññå ýêâèâàëåíòíîñòè. Î÷åâèäíî, ÷òî âûïîëíÿåòñÿ
ðàâåíñòâî ‖𝜋(𝑘,𝑚)‖ = 𝑛(𝑛− 1) . . . (𝑛−𝑚+ 1) = 𝐴𝑚

𝑛 . Ïîýòîìó èìååò ìåñòî ñîîòíîøåíèå

⟨𝐿̄𝑀𝑛 , 𝑥
𝑘⟩ = 1

𝑛𝑘/2+1𝜎𝑘

𝑘∑︁
𝑚=1

∑︁
𝜋(𝑘,𝑚)∈P

𝐴𝑚
𝑛 · 𝒲(𝜋(𝑘,𝑚)). (2.21)

Çàìå÷àòåëüíîé îñîáåííîñòüþ âûðàæåíèÿ, ñòîÿùåãî ïîä çíàêîì ñóììû, ÿâëÿåòñÿ òîò
ôàêò, ÷òî îáùåå ÷èñëî âåðøèí â ãðàôå 𝐺 âëèÿåò ëèøü íà èçâåñòíûé êîýôôèöèåíò 𝐴𝑚

𝑛 ,
à âñ¼ îñòàëüíîå çàâèñèò òîëüêî îò 𝑘 è 𝑚, òî åñòü îñòàåòñÿ êîíå÷íûì â ïðåäåëå 𝑛 → ∞.

Êàêèå ïóòè âíîñÿò âêëàä â ýòó ñóììó? Ïðåæäå âñåãî, çàìåòèì, ÷òî â ñèëó óñëî-
âèÿ (2.4) íåíóëåâîé âêëàä äàþò òîëüêî òå ïóòè, â êîòîðûõ êàæäîå ïðîéäåííîå ðåáðî
âñòðå÷àåòñÿ íå ìåíåå äâóõ ðàç. Ñëåäîâàòåëüíî, ó÷èòûâàòü èìååò ñìûñë ëèøü òå ïóòè,
â êîòîðûõ ÷èñëî èñïîëüçîâàííûõ ð¼áåð íå ïðåâûøàåò [𝑘/2]. Ïóñòü 𝐺̃ = (𝑉 , 𝐸̃) � ïîä-
ãðàô ãðàôà 𝐺, äëÿ êîòîðîãî ‖𝐸̃‖ ⩽ [𝑘/2] è 𝑉 = 𝑚, à ÷åðåç ð¼áðà è âåðøèíû êîòîðîãî
ïðîõîäèò ïóòü 𝜋(𝑘,𝑚). Ñêîëüêî â òàêîì ãðàôå ìîæåò áûòü âåðøèí, òî åñòü êàêîâî ÷èñ-
ëî 𝑚? ×òîáû îòâåòèòü íà ýòîò âîïðîñ, ñôîðìóëèðóåì ñëåäóþùåå èçâåñòíîå èç òåîðèè
ãðàôîâ óòâåðæäåíèå.

Лемма 2.4. Пусть 𝐺 = (𝑉,𝐸) конечный связный граф. Тогда ‖𝑉 ‖ ⩽ ‖𝐸‖ + 1, причём
равенство имеет место тогда и только тогда, когда 𝐺 — дерево.

Ñëåäîâàòåëüíî, ÷èñëî ð¼áåð óäîâëåòâîðÿåò íåðàâåíñòâó 𝑚 ⩽ [𝑘/2] + 1, îòêóäà

⟨𝐿̄𝑀𝑛 , 𝑥
𝑘⟩ = 1

𝑛𝑘/2+1𝜎𝑘

[𝑘/2]+1∑︁
𝑚=1

∑︁
𝜋(𝑘,𝑚)∈P

𝐴𝑚
𝑛 · 𝒲(𝜋(𝑘,𝑚)). (2.22)

Ïðè 𝑛 → ∞ âåëè÷èíà 𝐴𝑚
𝑛 ðàñòåò êàê 𝐴𝑚

𝑛 ≍ 𝑛𝑚. Â ñëó÷àå íå÷¼òíûõ 𝑘 ýòî îçíà÷àåò, ÷òî
ìîìåíòû ñòðåìÿòñÿ ê íóëþ. Åñëè æå 𝑘 � ÷¼òíîå ÷èñëî, òî â ïðåäåëå âûæèâàþò òîëüêî
ñëàãàåìûå, ñîîòâåñòâóþùèå 𝑚 = 𝑘/2 + 1. Êàê ñëåäóåò èç ëåììû 2.4, ïîäãðàô 𝐺̃ â ýòîì
ñëó÷àå ÿâëÿåòñÿ äåðåâîì, ïðè÷¼ì ïóòè 𝜋(𝑘, 𝑘/2 + 1) ïðîõîäÿò ïî êàæäîìó ðåáðó ðîâíî
äâà ðàçà. Âåñ òàêèõ ïóòåé íå çàâèñèò îò êëàññà ýêâèâàëåíòíîñòè è ðàâåí

𝒲(𝜋(𝑘, 𝑘/2 + 1)) = 𝜎𝑘. (2.23)

Òàêèì îáðàçîì, ïðåäåëüíîå âûðàæåíèå äëÿ ÷¼òíûõ ìîìåíòîâ ðàâíî ÷èñëó êëàññîâ ýê-
âèâàëåíòíîñòè ïóòåé 𝜋(𝑘, 𝑘/2 + 1), òî åñòü

⟨𝐿̄𝑀𝑛 , 𝑥
𝑘⟩ =

{︂
‖{𝜋(𝑘, 𝑘/2 + 1) ∈ P}‖, 𝑘 ∈ 2N
0, 𝑘 ∈ 2N+ 1

(2.24)
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Îñòàåòñÿ ïðåäúÿâèòü ïðîöåäóðó ïîñòðîåíèÿ íåýêâèâàëåíòíûõ ïóòåé èç 𝑘 øàãîâ, îá-
õîäÿùèõ äåðåâüÿ ñ (𝑘/2 + 1) âåðøèíàìè òàê, ÷òî êàæäîå ðåáðî ïðîõîäèòñÿ äâà ðàçà.
Áóäåì ñ÷èòàòü, ÷òî ìû îáõîäèì âåðøèíû 𝑉 = (1, . . . , 𝑘/2 + 1), à èòîãîâûé ðåçóëüòàò
ïðåäñòàâëÿåò ñîáîé ïîñëåäîâàòåëüíîñòü âåðøèí (𝑣(0), . . . , 𝑣(𝑘)). Áåç îãðàíè÷åíèÿ îáù-
íîñòè ìîæíî ïîëîæèòü 𝑣(0) = 1 è 𝑣(1) = 2, òî åñòü ïåðâûé øàã äåëàåòñÿ âäîëü ðåáðà
1 → 2. Â äàëüíåéøåì, ïîñêîëüêó ïðîéäåííûå ðåáðà íå äîëæíû îáðàçîâûâàòü öèêëîâ,
íà êàæäîì øàãå ìû ìîæåì ëèáî ïåðåéòè â åù¼ íå ïîñåù¼ííóþ âåðøèíó, ëèáî âåðíóòüñÿ
â âåðøèíó, â êîòîðîé áûëè íà ïðåäûäóùåì øàãå. Òî åñòü èìååòñÿ äâå âîçìîæíîñòè:

(i) 𝑣(𝑖) → 𝑣(𝑖+ 1) = max(𝑣(0), . . . , 𝑣(𝑖)) + 1,

(ii) 𝑣(𝑖) → 𝑣(𝑖− 1).

Ïóòü çàêàí÷èâàåòñÿ âîçâðàùåíèåì íà øàãå 𝑘 â èñõîäíóþ âåðøèíó: 𝑣(𝑘) = 𝑣(0) = 1.
Äàëåå, ñîïîñòàâèì ïîñëåäîâàòåëüíîñòè (𝑣(0), . . . , 𝑣(𝑘)) ïîñëåäîâàòåëüíîñòü èç ïëþñ-

ìèíóñ åäèíèö 𝑢 = (𝑢1, . . . , 𝑢𝑘), çàäàííóþ ñëåäóþùèì ïðàâèëîì: äëÿ âñåõ 𝑗 = 1, . . . , 𝑘
øàãó 𝑣(𝑗) → 𝑣(𝑗 + 1) òèïà (i) � ïåðåõîä â íîâóþ âåðøèíó � ñòàâèì â ñîîòâåòñòâèå
𝑢𝑗+1 = 1, à ñ øàãîì òèïà (ii) � âîçâðàùåíèå � ñîîòíîñèì 𝑢𝑗+1 = −1,. ßñíî, ÷òî ñóììà
÷ëåíîâ òàêîé ïîñëåäîâàòåëüíîñòè íà êàæäîì øàãå íåîòðèöàòåëüíà, òî åñòü

𝑙∑︁
𝑖=1

𝑢𝑖 ⩾ 0, 1 ⩽ 𝑙 ⩽ 𝑘,

à ïîëíàÿ ñóììà ðàâíà íóëþ: 𝑢1 + . . . + 𝑢𝑘 = 0. Ïîýòîìó ïðè çàìåíå åäèíèö íà ëåâûå
ñêîáêè, à ìèíóñ åäèíèö � íà ïðàâûå ïîëó÷àåòñÿ правильная скобочная последователь-
ность, â êîòîðîé êàæäîé ëåâîé ñêîáêå ñîîòâåòñòâóåò ïðàâàÿ, à ëþáîé íà÷àëüíûé êóñîê
ñîäåðæèò íå ìåíüøå ëåâûõ ñêîáîê, ÷åì ïðàâûõ. Òàêæå, ïî ïîñëåäîâàòåëüíîñòè 𝑢 ìîæíî
ïîñòðîèòü путь Дика � ëîìàíóþ ëèíèþ íà ïëîñêîñòè, ïðåäñòàâëÿþùóþ ñîáîé ïóòü èç
òî÷êè (0, 0) â òî÷êó (2𝑘, 0), ñîñòàâëåííûé èç âåêòîðîâ (1, 𝑢𝑖), à ïîòîìó íå îïóñêàþùèéñÿ
íèæå îñè àáñöèññ 𝑂𝑥 (ðèñ. 2.1).

1

2

3

4

5

(︀)︀(︀(︀)︀(︀)︀)︀

Ðèñ. 2.1:

Èòàê, êàæäîìó îáõîäó äåðåâà ìîæíî ñîïîñòàâèòü ïðàâèëüíóþ ñêîáî÷íóþ ïîñëåäîâà-
òåëüíîñòü èëè ïóòü Äèêà. Î÷åâèäíî è îáðàòíîå: ïî êàæäîìó ïóòè Äèêà ìîæíî ïîñòðî-
èòü ïðåäñòàâèòåëü êëàññà ýêâèâàëåíòíîñòè çàìêíóòûõ ïóòåé èç 𝑘 øàãîâ, ïðîõîäÿùèõ
ðîâíî äâà ðàçà ïî êàæäîìó ðåáðó íåêîòîðîãî äåðåâà 𝐺̃ ñ ‖𝑉 ‖ = 𝑘/2 + 1 âåðøèíàìè.
Õîðîøî èçâåñòíî, ÷òî êîëè÷åñòâî ïóòåé Äèêà, à ñëåäîâàòåëüíî, è âûðàæåíèå äëÿ ìî-
ìåíòîâ ÷¼òíîãî ïîðÿäêà 𝑘 äà¼òñÿ ÷èñëîì Êàòàëàíà 𝐶𝑘/2. Òàêèì îáðàçîì, ñõîäèìîñòü
ìîìåíòîâ â ñðåäíåì, òî åñòü óòâåðæäåíèå (b), äîêàçàíà.

Äîêàçàòåëüñòâî óòâåðæäåíèÿ (c) ìû îñòàâëÿåì ÷èòàòåëþ â âèäå óïðàæíåíèÿ. Îáî-
çíà÷èì ëèøü îáùèé ïëàí äåéñòâèé. ×òîáû óáåäèòüñÿ, ÷òî èìååò ìåñòî ñõîäèìîñòü ïî÷òè
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íàâåðíîå, äîñòàòî÷íî èññëåäîâàòü ïîâåäåíèå äèñïåðñèè D⟨𝐿𝑀𝑛 , 𝑥
𝑘⟩. Äîêàçàòåëüñòâî ñíî-

âà ïðîâîäèòñÿ ìåòîäîì ìîìåíòîâ, íî íà ýòîò ðàç íåîáõîäèìî ïðîâåñòè ñóììèðîâàíèå ïî
ïàðàì ïóòåé èç 𝑘 øàãîâ. Ñíà÷àëà èìååò ñìûñë óäîñòîâåðèòüñÿ â òîì, ÷òî ïàðû ïóòåé,
íå èìåþùèõ îáùèõ ð¼áåð, íå äàþò âêëàäà â äèñïåðñèþ. Ýòîò ôàêò ïîìîãàåò óñòàíî-
âèòü, ÷òî äèñïåðñèÿ ñòðåìèòñÿ ê íóëþ ïðè 𝑛 → ∞, îòêóäà ñ ïîìîùüþ íåðàâåíñòâà
×åáûø¼âà ñëåäóåò ñõîäèìîñòü ïî âåðîÿòíîñòè. Åñëè æå ÿâíî âûäåëèòü ïàðû ïóòåé, îò-
âåòñòâåííûõ çà âåäóùèé íåíóëåâîé âêëàä, òî ìîæíî ïîêàçàòü, ÷òî äèñïåðñèÿ óáûâàåò
äîñòàòî÷íî áûñòðî, à ïîòîìó ìîæíî âîñïîëüçîâàòüñÿ íåðàâåíñòâîì Ìàðêîâà è ëåììîé
Áîðåëÿ-Êàíòåëëè äëÿ äîêàçàòåëüñòâà ñõîäèìîñòè ïî÷òè íàâåðíîå.

Упражнение 2.5. Докажите, что число правильных скобочных последовательно-
стей из 2𝑘 скобок совпадает с количеством путей Дика длины 2𝑘 и равно 𝑘-ому числу
Каталана 𝐶𝑘.

Упражнение 2.6. Проведите соответствующие вычисления и убедитесь, что в усло-
виях теоремы Вигнера имеет место сходимость ⟨𝐿𝑀𝑛 , 𝑥

𝑘⟩ п.н.−−−→
𝑛→∞

⟨𝐿̄𝑀𝑛 , 𝑥
𝑘⟩.

Â ïðèâåä¼ííîì äîêàçàòåëüñòâå ìû ïîñòðîèëè áèåêöèþ ìåæäó êëàññàìè ýêâèâàëåíò-
íîñòè îáõîäîâ äåðåâüåâ è ïóòÿìè Äèêà èëè ïðàâèëüíûìè ñêîáî÷íûìè ïîñëåäîâàòåëü-
íîñòÿìè. Äàäèì åù¼ ïàðó êîìáèíàòîðíûõ èíòåðïðåòàöèé ýòîãî ðåçóëüòàòà.

Определение 2.7. Дерево с помеченной вершиной — êîðíåì — называется êîðíåâûì
äåðåâîì или îðèåíòèðîâàííûì äåðåâîì. Ïîòîìêàìè данной вершины дерева, называ-
ются те вершины, для которых любой путь, соединяющий их с корнем, проходит
через данную вершину. Óïîðÿäî÷åííûì называется дерево, у которого множество
ñûíîâåé (ближайших потомков) каждой вершины упорядочено. Эквивалентно можно
говорить о планарном дереве: ориентация дерева на плоскости задает естественный
порядок его вершин.
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8

Ðèñ. 2.2:

Çàìåòèì, ÷òî ëþáîå äåðåâî â ñîâîêóïíîñòè ñ ïîðÿäêîì îáõîäà åãî âåðøèí çàäà¼ò
óïîðÿäî÷åííîå êîðíåâîå äåðåâî èëè, ýêâèâàëåíòíî, ïëàíàðíîå äåðåâî (ðèñ. 2.2). Ïëà-
íàðíûå äåðåâüÿ, òàêèì îáðàçîì, ñîñòîÿò â áèåêöèè ñ ïóòÿìè Äèêà (ñð. ñ ðèñ. 2.1).

1 2 3 4 5 6 7 8

Ðèñ. 2.3:
;

Åù¼ îäèí âàæíûé êîìáèíàòîðíûé îáúåêò, äëÿ êîòîðîãî ìîæíî óñòàíîâèòü áèåê-
òèâíîå ñîîòâåòñòâèå ñ ïóòÿìè Äèêà, ïðàâèëüíûìè ñêîáî÷íûìè ïîñëåäîâàòåëüíîñòÿìè
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Ðèñ. 2.4:

è ïëàíàðíûìè êîðíåâûìè äåðåâüÿìè � ýòî òàê íàçûâàåìîå íåïåðåêð¼ñòíîå ðàçáèåíèå.
Îíî ìîæåò áûòü ïîñòðîåíî ñëåäóþùèì îáðàçîì. Ïåðåíóìåðóåì øàãè îáõîäÿùåãî äåðå-
âî ïóòè ÷èñëàìè îò 1 äî 𝑘. Âûïèøåì ýòè ÷èñëà ïîäðÿä è ñîåäèíèì ñíèçó äóãàìè ïàðû
÷èñåë, êîòîðûå ñîîòâåòñòâóþò øàãàì âäîëü îäíîãî è òîãî æå ðåáðà, ñäåëàííûì ñ ðàçíûõ
ñòîðîí (ðèñ. 2.3). ßñíî, ÷òî òàê êàê ýòà êîíñòðóêöèÿ ïîñòðîåíà ïî îáõîäó ïëàíàðíîãî
äåðåâà, äóãè ìîæíî ïðîâåñòè òàê, ÷òîáû îíè íå ïåðåñåêàëèñü.

Определение 2.8. Разбиение упорядоченного множества {1, . . . , 𝑘} на подмноже-
ства называется íåïåðåêð¼ñòíûì ðàçáèåíèåì, если для любых четырёх его элементов
1 ⩽ 𝑎 < 𝑏 < 𝑐 < 𝑑 ⩽ 𝑘, а также для любых двух подмножеств разбиения 𝐴 и 𝐵 из
условия 𝑎, 𝑐 ∈ 𝐴 и 𝑏, 𝑑 ∈ 𝐵 следует, что 𝐴 = 𝐵. Непересрёстное разбиение на множе-
ства из двух элементов будем называть ïîïàðíûì íåïåðåêð¼ñòíûì ðàçáèåíèåì èëè
íåïåðåêðåñòíûì ïàðàñî÷èòàíèåì.

Î÷åâèäíî, ðàçáèåíèå áóäåò íåïåðåêð¼ñòíûì, åñëè åãî ìîæíî èçîáðàçèòü, ñîåäèíèâ
ìåæäó ñîáîé ýëåìåíòû êàæäîãî ïîäìíîæåñòâà íåïåðåñåêàþùèìèñÿ äóãàìè, íàðèñîâàí-
íûìè ïîä ñòðî÷íîé çàïèñüþ ìíîæåñòâà {1, . . . , 2𝑘}, êàê ýòî áûëî ñäåëàíî íà ðèñ. 2.3.
Ýêâèâàëåíòíî, ìîæíî ðàñïîëîæèòü ýëåìåíòû ìíîæåñòâà íà îêðóæíîñòè; â ýòîì ñëó÷àå
íåïåðåêð¼ñòíîå ðàçáèåíèå èçîáðàæàåòñÿ íåïåðåñåêàþùèìèñÿ õîðäàìè, ñîåäèíÿþùèìè
ýëåìåíòû ïîäìíîæåñòâ (ðèñ. 2.4). Êàê âèäíî èç ðàññóæäåíèÿ âûøå, ìîìåíòû ïîëó-
êðóãîâîãî ðàñïðåäåëåíèÿ îïðåäåëÿþòñÿ ÷èñëîì ïîïàðíûõ íåïåðåêð¼ñòíûõ ðàçáèåíèé
ìíîæåñòâà èç 2𝑘 ýëåìåíòîâ.

Íàïîìíèì, ÷òî ñóììèðîâàíèå ïî ðàçáèåíèÿì óæå âñòðå÷àëîñü íàì â ðàçäåëå 1 ïðè
îáñóæäåíèè ñâÿçè ìåæäó ìîìåíòàìè è êóìóëÿíòàìè â îáû÷íîé òåîðèè âåðîÿòíîñòè. Â
÷àñòíîñòè, â ñèëó òîãî, ÷òî ó ñòàíäàðòíîãî ñòàíäàðòíîãî íîðìàëüíîãî ðàñïðåäåëåíèÿ
𝒩 (0, 1) ëèøü îäèí êóìóëÿíò 𝑐2 = 1 íå ðàâåí íóëþ, ìîìåíò ïîðÿäêà 2𝑘 ðàâåí ÷èñëó
ïàðíûõ ðàçáèåíèé (ïàðàñî÷èòàíèé) â ìíîæåñòâå èç 2𝑛 ýëåìåíòîâ. Ïîýòîìó â íåêîòîðîì
ñìûñëå çàêîí Âèãíåðà àíàëîã ðàñïðåäåëåíèÿ Ãàóññà. Â äàëüíåéøåì ìû óâèäèì, ÷òî
òåîðèè ñâîáîäíîé âåðîÿòíîñòè ñóììèðîâàíèå ïî íåïåðåêð¼ñòíûì ðàçáèåíèÿì èãðàåò òó
æå ðîëü, ÷òî ñóììèðîâàíèå ïî ëþáûì ðàçáèåíèÿì, êîòîðîå âîçíèêàëî âûøå â ñâÿçè ñ
ïåðåõîäîì îò ìîìåíòîâ ê êóìóëÿíòàì.
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